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Abstract

Since the first High-$T_c$ cuprate superconductor was discovered in 1986, tremendous quantity of theoretical and experimental studies have been conducted. Despite enthusiastic endeavors, the phenomena in cuprate superconductors are not fully understood and conundrums are mainly originated from the complicated phase diagram where various phases are entangled.

In this thesis, I will present the first application of nanometer resolution Scanning Josephson Tunneling Microscopy (SJTM) to a high-$T_c$ cuprate superconductor, Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$. Josephson current, or Cooper-pair tunneling current, enables the direct access to superconducting order parameter and superconducting condensate. An in-situ fabricated Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is used with an aid of in-situ tip preparation stage.

SJTM studies are conducted at two different temperatures, 4.2 K and 50 mK. Detailed characterizations demonstrated imaging capability of Josephson critical current with nanometer resolution for both temperatures. In the SJTM study at 4.2 K, spatial variation of superconducting gap is directly measured for the first time, while the temperature window for SJTM is widely expanded to 4.2 K from mK. In the SJTM study at 50 mK, periodic modulation of superconducting condensate is observed for the first time.
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Chapter 1. Introduction

1.1. Overview

In 1911, Heike Kamerlingh Onnes first discovered superconductivity by observing a sudden drop of electrical resistivity in mercury at 4.2 K. [1] Soon, superconductivity has found in many other materials, such as lead and tin. The first prominent characteristic of superconductors is revealed: perfect conductivity.

Another important characteristic of superconductivity is the perfect diamagnetism, which was discovered by Meissner and Ochsenfeld. [2] Superconductors not only repel magnetic flux from its interior but also expel presenting magnetic flux inside in a normal state as they are cooled down below superconducting transition temperature, $T_C$.

On the other hand, many theoretical efforts to elucidate the microscopic origin of the superconductivity was made. While phenomenological theories, the London theory [3] and the Ginzburg–Landau theory [4] were able to explain many aspects of this fascinating phenomenon, the celebrated Bardeen–Cooper–Schrieffer (BCS) theory [5] finally completes the microscopic theory for the superconductivity.

1.2. Brief History

The relentless search for the higher $T_C$ superconductors was an ongoing global effort since the first discovery of superconductivity in 1911, however, the highest $T_C$ reached 23 K in Nb$_3$Ge found in 1973. [6] An unexpected breakthrough was made by Bednorz and Muller in 1986. They discovered a new kind of superconductor in a perovskite cupric oxide or cuprate, La$_{2-x}$Ba$_x$CuO$_4$ ($T_C \sim 30$ K) [7] and in the
following year, the record of the highest $T_C$ was by the discovery of $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ with $T_C \sim 93$ K. [8] Many different cuprate superconductors were subsequently discovered and currently, the highest $T_C$ of cuprate superconductor family reaches to 164 K in Hg-based compound under high pressure. [9] Recently, many new class of superconductors were discovered including iron-based superconductors [10–12] and $\text{H}_2\text{S}$ [13] and especially, $\text{H}_2\text{S}$ under ultra-high pressure achieves startling high $T_C$ of 203 K. Meanwhile, in 2018, superconductivity was discovered in a twisted bilayer graphene for a certain twisted angle. [14] The history of $T_C$ is shown in Figure 1.1.

Figure 1.1: History of some of the discovered superconductors.
1.3. Conventional Superconductivity

In the BCS theory, the Fermi surface becomes unstable in the presence of an attractive interaction between two electrons, regardless of the intensity of the interaction. [5] The attractive interaction is mediated by phonons and binds pairs of electrons, Cooper–pair, lying on the opposite sides of the Fermi surface.

When two electrons are added to the Fermi sea, the wave function of a Cooper–pair can be written as a product of orbital wave function and spin function. The total wave function has to be antisymmetric with respect to the exchange of two electrons, thus, for a spin–singlet pair, the orbital wave function is required to have an even parity, i.e., s–wave, d–wave, .... Cooper considered an attractive interaction between two electrons, $V_{kk'}$, such that [5],

$$V_{kk'} = \begin{cases} -V & (|\epsilon_k| \text{ and } |\epsilon_{k'}| < \hbar\omega_C) \\ 0 & (\text{otherwise}) \end{cases} \quad (1.3.1)$$

, where the $\epsilon_k$ are unperturbed plane–wave energies and $\hbar\omega_C$ is a cutoff energy away from the Fermi energy so that the attractive interaction only occurs within the energy window. In the weak–coupling limit, this attractive interaction forms a bound state and the energy of a bound state is [15]

$$E \approx 2E_F - 2\hbar\omega_C e^{-2/N(0)V} \quad (1.3.2)$$

, where $N(0)$ is the density of states at the Fermi energy. The formation of a bound state with negative energy is actually found.

Having seen that the Fermi sea is unstable towards the formation of a Cooper pair, the large number of Cooper pairs lead to a new ground state, superconducting state, where Cooper pairs are condensed. BCS introduced the ground state wave function
\[ |\Psi_{BCS} > = \prod_k (|u_k| + |v_k|e^{i\phi}c^\dagger_{k\uparrow}c_{-k\downarrow}) |0 > \] (1.3.3)

where \( u_k \) and \( v_k \) are the coherence factors, \( \phi \) is an arbitrary phase factor and \( |0> \) denotes the vacuum state. \( c_{k\uparrow} (c^\dagger_{k\uparrow}) \) is the annihilation (creation) operator for a single electron of momentum \( k \) and spin up and \( e^{i\phi} \) is a phase factor. As the \( |u_k|^2 \) and \( |v_k|^2 \) are the probability amplitude of the pair \((k \uparrow, -k \downarrow) \) being unoccupied and occupied, respectively, giving a constraint \( u_k^2 + v_k^2 = 1 \). Note that this wave function does not constrict on the total number of particles. However, it is possible to project out the \( N \)-particle part of the BCS ground state. Multiplying by \( e^{-iN\phi} \) and integrating on \( \phi \) over \( 2\pi \) gives

\[ |\Psi_{BCS} > = \int_0^{2\pi} d\phi e^{iN\phi/2} \prod_k (|u_k| + |v_k|e^{i\phi}c^\dagger_{k\uparrow}c_{-k\downarrow}) |0 > \] (1.3.4)

The phase \( \phi \) becomes completely uncertain as it is integrated over all values while the particle number is fixed at \( N \). This result hints the phase–number uncertainty relation

\[ \Delta N \Delta \phi \gtrsim 1 \] (1.3.5)

The conjugacy of number and phase will be crucial in the system subjected to the large Coulomb energy where \( \Delta N \) is small.

To investigate the superconducting state, BCS considered the following Hamiltonian, so-called paring Hamiltonian,

\[ H = \sum_{k\sigma} \xi_k c^\dagger_{k\sigma} c_{k\sigma} + \frac{1}{N} \sum_{kk'\sigma} V_{kk'} c^\dagger_{k\uparrow}c^\dagger_{-k\downarrow}c_{-k'\downarrow}c_{k'\uparrow} \] (1.3.6)

In the original BCS treatment, the variational method is used to determine the coherence factors and evaluate the ground state energy. However, to deal with excited states, a more sophisticated method is needed. Bogoliubov [16, 17] started from the mean–field
decoupling of the above Hamiltonian. The effective Hamiltonian becomes

\[
H = \sum_{k\sigma} \xi_k c_{k\sigma}^\dagger c_{k\sigma} - \sum_k (\Delta_k c_{k1}^\dagger c_{-k1}^\dagger + \Delta_k^* c_{-k1} c_{k1}) + \sum_k \Delta_k < c_{k1}^\dagger c_{-k1}^\dagger >
\] (1.3.7)

where \(\Delta_k\) is to be determined self-consistently

\[
\Delta_k = -\frac{1}{N} \sum_{k'} V_{kk'} < c_{-k'1} c_{k'1}^\dagger >
\] (1.3.8)

Bogoliubov [17] and Valatin [16], independently showed that the above Hamiltonian can be diagonalized by the following canonical transformation with a new fermionic operator \(\gamma_{k\sigma}\)

\[
c_{k1} = u_k \gamma_{k1} + v_k \gamma_{-k1}^\dagger
c_{-k1}^\dagger = u_k \gamma_{-k1} - v_k^* \gamma_{k1}^\dagger
\] (1.3.9)

The diagonalized Hamiltonian is then,

\[
H = \sum_k (\xi_k - E_k + \Delta_k < c_{k1}^\dagger c_{-k1}^\dagger >) + \sum_{k\sigma} E_k \gamma_{k\sigma}^\dagger \gamma_{k\sigma}
\] (1.3.10)

where \(E_k = \sqrt{\xi_k^2 + \Delta_k^2}\) and the coefficients \(u_k\) and \(v_k\) are chosen so that the Hamiltonian is diagonalized.

\[
|v_k|^2 = 1 - |u_k|^2 = \frac{1}{2} \left(1 - \frac{\xi_k}{E_k}\right)
\] (1.3.11)

The first term in the Hamiltonian is the ground state energy, while the second term provides the excitation energy upon creation of quasiparticles described by \(\gamma_{k\sigma}\). The excitation spectrum \(E_k\) shown in Figure 1.2 (a), one can notice that the superconductor has an energy gap \(\Delta_k\) even at the Fermi surface. Thus, the minimum energy \(2|\Delta_k|\) is needed to excite the quasiparticles. These quasiparticles,
often called Bogoliubons or Bogoliubov quasiparticles, are the mixture of electrons and holes as can be seen from Eq. 1.3.9:

\[
\begin{align*}
\gamma_{k\uparrow} &= u_k c_{k\uparrow} - v_k c_{-k\downarrow}^+ \\
\gamma_{-k\downarrow}^+ &= u_k^* c_{-k\downarrow} + v_k^* c_{k\uparrow} 
\end{align*}
\] (1.3.12)

For example, in the normal state, where \( \Delta_k = 0 \), \( u_k = 1 \) & \( v_k = 0 \) for \( \xi_k > 0 \) whereas \( v_k = 1 \) & \( u_k = 0 \) for \( \xi_k < 0 \). That is, the quasiparticle creation operator, \( \gamma_{k\uparrow}^+ \), in the normal state creates an electron above the Fermi level, while creates a hole below the Fermi level with an opposite momentum and spin. In the superconducting state, as the coherence factors are following the relation in equation 1.3.11 (shown in Figure 1.2 (b)) and thus Bogoliubons become admixture of electrons and holes.

The density of states of the superconducting state, \( N_s(E) \), with respect to the density of states of the normal state, \( N_n(E) \), can be obtained from the excitation spectrum:

\[
\frac{N_s(E)}{N_n(0)} = \begin{cases} 
\frac{E}{\sqrt{E^2 - \Delta^2}} & (E > \Delta) \\
0 & (E < \Delta)
\end{cases}
\] (1.3.13)

, which is plotted in Figure 1.2 (c).
Figure 1.2: (a) Excitation spectrum, $E_k$, for BCS superconducting state. $\xi_k = \nu_F (k - k_F)$. (b) Coherence factors $|u_k|^2$ and $|v_k|^2$ are plotted. (c) The density of states of BCS superconducting state, $N_s(E)$ normalized to the density of states of the normal state, $N_n(E)$. 
Chapter 2. Phenomenology of Cuprates

2.1. Crystal Structure

Most of the cuprate superconductors are tetragonal lattice while some of them, for example, YBa$_2$Cu$_3$O$_{7-\delta}$ or La$_{2-x}$Ba$_x$CuO$_4$ at low temperature, have an orthorhombic lattice structure. Figure 2.1 shows the lattice structure of the cuprate superconductors. The heart of the cuprate superconductor is the CuO$_2$ plaquette, which can be quite obviously inferred from its name, as the superconductivity arises in the CuO$_2$ plane. Adjacent metallic-oxide layers separate copper oxide layers and, since the dopant atoms are usually introduced to these layers, they act as the charge reservoir doping the copper oxide layers.

Cuprates consist of the multiple numbers of CuO$_2$ layer. Although $T_C$ increases with an increasing number of CuO$_2$ layer, triple-layer compounds are found to have the highest $T_C$ because the synthesis of a quad-layer compound is known to be difficult.

This thesis will focus on Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$, which has a bi-layer CuO$_2$ planes. Since the bonding between two BiO layers is weak, Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ is easy to be cleaved and reveals an atomically flat surface.
Figure 2.1: Unit cell lattice structure of (a) $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+x}$, (b) $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ and (c) $\text{La}_{2-x}\text{Ba}_x\text{CuO}_4$. 
2.2. Phase diagram

Figure 2.2: Phase diagram of the hole-doped cuprates in hole doping ($p$) vs temperature ($T$). Note that the precise boundary for pseudogap is still in debate. Abbreviations. AF: Antiferromagnetic insulating phase, dSC: $d$-wave superconducting phase and DW: Density wave phase.

Since the first discovery of cuprate superconductors, physics of cuprate superconductors was intensely studied. It turns out that the cuprates exhibit a very rich and complex phase diagram. A phase diagram of the hole-doped cuprates is shown in Figure 2.2. Its parent material is an antiferromagnetic insulator and upon hole-doping, the
material becomes a $d$-wave superconductor. Further hole doping destroys superconductivity and turns it to a Fermi liquid. Along the temperature axis, we have an enigmatic phase, pseudogap. On the other hand, recently, various experiments observed the density wave ordering in underdoped range. I will briefly introduce each phases in the following sections.

2.2.1. AF Insulator: CuO$_2$ physics.

In low doping region, cuprates exhibit antiferromagnetic insulating phase. Since doping leads the rapid suppression of the AF correlations with the emergence of various states, naturally one would like to start to model from this state.

Figure 2.3: CuO$_2$ plane with Cu atoms in orange and oxygen atoms in green. The relevant Cu $3d_{x^2\!-\!y^2}$ and O $2p_x, y$ orbitals are shown. Black arrows represent the spin half state of each Cu atoms showing the anti-ferromagnetic ordering.
Key features of cuprates lie on CuO$_2$ plane. The crucial electronic degrees of freedom is revealed to be a singly occupied Cu $3d_{x^2−y^2}$ orbital, which is coupled to doubly occupied adjacent oxygen $2p_x$ and $2p_y$ orbitals.

Start from a simple Hubbard Hamiltonian considering only Cu atoms [18],

$$H = -t \sum_{<i,j>\sigma} \left( c_{i\sigma}^\dagger c_{j\sigma} + h.c. \right) + U \sum_i n_{i\uparrow} n_{i\downarrow} \quad (2.2.1)$$

where $t$ is hopping parameter between nearest-neighbor sites and $U$ is on-site Coulomb repulsion. To delocalize a carrier, an energy gain from inter-atomic hopping ($t$) has to be superior to an energy cost of doubly occupied state ($U$). It is believed to be in cuprates, $U_d \sim 8$ eV and $t \sim 0.5$ eV [19]. Hence, the on-site Coulomb repulsion prohibits an inter-atomic hopping making it an insulator, so-called “Mott–Hubbard insulator” [20]. However, this is not the end of the story in cuprates. CuO$_2$ plane consists of not only copper atom but also oxygen atoms. The on-site Coulomb potential splits Cu $3d_{x^2−y^2}$ band into upper- and lower- Hubbard band (UHB and LHB, respectively) with a gap $U_d$. On the other hand, an electron in the nearest-neighbor oxygen atom can hop to Cu atom introducing a charge excitation gap, Delta. When Delta is smaller than $U_d$, it is called a “charge-transfer insulator”. [21–23] Figure 2.4 (a) and (b) show the schematic description of these two types of insulators. Cuprates are charge-transfer insulator as $\Delta$ is about $2 \sim 4$ eV [22, 24, 25], which is actually smaller than $U_d$. As a result, an added hole will go in the O $2p$ band.

Having determined the schematic picture of CuO$_2$ plane, we can try to build an effective model. Since copper and oxygen atoms all are involved, it is natural to consider all of them explicitly in the model, so-called “three-band Hubbard model”. [26, 27]
Zhang and Rice (ZR) [28] pointed out that a three-band Hubbard model can be reduced to a single-band Hubbard model owing to the formation of “Zhang–Rice singlet” (ZRS). ZR assumes that an extra hole introduced into oxygen band binds strongly with a localized hole in the Cu site and forms a singlet state. Thus, O 2p band is further split into two: ZR singlet band and non-bonding band. Since this ZR singlet state has a total spin of zero, it moves (hops) freely in the plane and considering the fact that it is centered at the Cu sites, the ZR singlet band can be described by a single-band model “$t$–$J$ Hamiltonian”, [28]

$$H = -t \sum_{\langle i,j \rangle, \sigma} P_G(c_i^{\dagger}c_j + h.c.) P_G + J \sum_i (S_i \cdot S_j - \frac{1}{2} n_i n_j)$$

where $c_i^{\sigma}$ annihilates a hole with spin $\sigma$ on site $i$, $P_G$ is the Gutzwiller projection operator that projects out any double occupancy and $S_i$ is the spin operator.
Figure 2.4: Schematic density of states (DOS) in the (a) Mott–Hubbard insulator, (b) Charge-transfer insulator and (c) Zhang–Rice singlet scenario. UHB and LHB represent upper Hubbard band and lower Hubbard band, respectively, ZR represents Zhang–Rice singlet and NB represents the non-bonding band.
2.2.2. \textit{d}–wave Superconductivity

Upon further doping, cuprate becomes a superconductor. Beside its highest transition temperature $T_C$ is strikingly high as 165 K \cite{9}, the \textit{d}–wave order parameter symmetry (shown in Figure 2.5) is distinct from the conventional \textit{s}–wave superconductors, which has an isotropic order parameter symmetry. The order parameter symmetry has been probed by different experiments. The amplitude of the order parameter was studied in k–space via Angle–Resolved Photoemission Spectroscopy (ARPES) \cite{29} and specific heat \cite{30}, at the same time, tunneling measurement \cite{31, 32} showed that conductance spectrum exhibits a V–shaped profile owing to the presence of a node rather than a U–shaped profile of \textit{s}–wave superconductors. Phase–sensitive experiments \cite{33-35} further confirmed \textit{d}–wave order parameter symmetry.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.5.png}
\caption{(a) Schematic \textit{d}–wave superconducting gap function on the Fermi surface. Different colors represent the different sign of gap. Red and blue filled circles locate the node and anti–node, respectively. (b) The locations of node and anti–node in the first Brillouin zone are shown in red and blue filled circles.}
\end{figure}
2.2.3. Pseudogap

The most puzzling state in the cuprate phase diagram is the pseudogap state exhibiting a partial depletion of the density of states for \( T_C < T < T^* \). The pseudogap is detected first by the Nuclear Magnetic Resonance (NMR) measurement in underdoped YBCO. \([36]\)

Meanwhile, a partial spectral gap opening below the pseudogap onset temperature \( T^* \) is observed by ARPES \([37–39]\) and optical conductivity \([40–42]\). ARPES experiments revealed that when the temperature cooled down below the pseudogap onset temperature \( T^* \), the gap is opened near anti-nodal region (near \((\pi, 0)\)) while near nodal area (near \((\pi, \pi)\)) is still ungapped. As soon as the temperature is further cooled down below \( T_C \), the ungapped near-nodal region is gapped resulting in a full d-wave order parameter. Apparently, there is a close relation between spectral gap measured below \( T_C \) (superconducting gap) and above \( T_C \) (pseudogap).

Presence of two different onset temperature of the gap opening naturally brings up a question that whether two gaps are really distinguished gaps (“Two gap picture”) or a single gap. ARPES investigated spectral gap in the anti-nodal region and nodal–region in two axes as shown in Figure 2.6 \([38, 39, 43, 44]\): doping dependence and temperature dependence. In the overdoped region where pseudogap is absent, momentum dependence of the spectral gap measured below \( T_C \) actually fits well with the \( d^- \)-wave gap function as one expected. However, as the doping level decreases, while the spectral gap near nodal region still follows the \( d^- \)-wave gap function, spectral gap close to the anti-nodal region starts to deviate from the \( d^- \)-wave functional form. Temperature dependence of two gaps shows the starker difference. Not only spectral gap near nodal region disappears at \( T_C \) but the amplitude of the spectral gap also grows with the increase of temperature below \( T_C \). On the contrary, the spectral gap in the anti-nodal region is temperature independent and fully persists up to \( T^* \), thereby supporting two gap picture.
Figure 2.6: Temperature and angular dependence of the spectral gap for three different doping levels of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$. Angles are defined in Figure 2.5 (b). For $T < T_c$, full $d$–wave gap is opened. As temperature increases, near–nodal gap decreases and vanishes for $T > T_c$. The anti—nodal gap persists and invariant over temperature change. Reproduced from [31].

Scanning Tunneling Microscopy (STM) and Raman spectroscopy results also support the two gap picture. The detailed studies of quasiparticle interference (QPI) on Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ [45, 46] and (Bi,Pb)$_2$(Sr,La)$_2$CuO$_{6+\delta}$ [47] by STM revealed the coherent quasiparticles only exists for low energies, while for high energies, bi– or uni–directional charge ordering emerges. [48–51] The dichotomy of high/low energies suggests the coexistence of two different energy scales. Furthermore, temperature dependent
Scanning Tunneling Spectroscopy (STS) study in Bi$_2$Sr$_2$CuO$_{6+\delta}$ revealed the coexistence of homogeneous small gap and inhomogeneous large gap [52]. The other STS studies also found the two energy scales in $dI/dV$ spectra. [31, 53] They showed that two energy scales evolving in a different way with underdoping, as shown in Figure 2.7, consistently suggesting the presence of two different energy scales.

Figure 2.7: Conductance spectra for six different doping levels of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$. $\Delta_1$ (blue dashed line), characterized by the coherence peaks, is increased with underdoping, while $\Delta_0$ (red dashed line), characterized by the kink in the spectra or from the extinction energy of coherent Bogoliubons, is nearly unchanged. Reproduced from [54].

Raman spectroscopy further supports two gap picture by detecting two distinct energy scales with opposite doping dependence. [55] In short, Figure 2.8 shows the compilation of the various experimental results. This figure clearly suggests that the pseudogap and superconducting gap are two distinct energy scales.
Figure 2.8: A compilation of energy scales from various experimental results. Two energy scales evolve differently as the doping level diminishes. Reproduced from [56].

2.2.4. Density waves in Cuprates

Numerous experimental results reported broken symmetries in the pseudogap state and superconducting state. Among the many them, charge density wave and spin density wave are ubiquitously found in hole-doped cuprates to break the lattice translational symmetry. Here I will briefly introduce the experimental evidence for the modulation of electronic density. More comprehensive reviews can be found in reference [57] and [58].

The first direct evidence for density waves in cuprates was found in La$_{2-x-y}$Nd$_y$Sr$_x$Cu$_2$O$_{4+δ}$ by neutron scattering [59]. They observed charge and spin order peaks at \( Q_{\text{charge}} = (2, 2 \pm 0.25, 0) \) and \( Q_{\text{spin}} = \sim (0.5, 0.5 \pm 0.125, 0) \), respectively. The unidirectional nature of the ordered states provides the name of “stripe” order. Further neutron scattering and X-ray diffraction experiments confirmed the presence of the stripe orders in the other La-based compounds. [60–63]
Development of Resonance X-ray Scattering (RXS) provides as more evident picture of the charge ordered states. While RXS has high sensitivity to the modulations of the charge orders as its cross section is peaked at the electronic transition energy, neutron scattering and non-resonant X-ray scattering study the ordering of the charges indirectly by measuring the periodic lattice distortions.[58] Detection of stripe orders by RXS hence implies that stripe order is predominantly from the modulation of electronic density and the lattice distortions observed from neutron scattering and non-resonant X-ray scattering is a secondary effect. Abbamonte et al. [61] reported the first RXS study of charge order in La$_{2-x}$Ba$_x$CuO$_{4+\delta}$ and further RXS studies also found charge order in La$_{1.8-x}$Eu$_{0.2}$Sr$_x$CuO$_4$. [63]

Meanwhile, the observation of quantum oscillations in underdoped YBCO, with suppression of superconductivity by applying a high magnetic field, suggests the reconstruction of Fermi surface from hole–like Fermi barrels in the overdoped region to small electron pockets in underdoped region induced by the onset of the density wave. [64–66] While previous results showed the presence of density waves in the normal state of YBCO by applying a high magnetic field, distinguished charge density wave at zero field is also observed. [67]

Now, turn our attention to real–space studies in the charge orders by using STM. Since Hoffman et al. first found the charge order in vortex state in Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ [68], many STM studies have reported detection of the short–range charge orders in Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ [48, 49], (Bi,Pb)$_2$(Sr,La)$_2$CuO$_{6+\delta}$ [47] and Ca$_{2-x}$Na$_x$CuO$_2$Cl$_2$. [48, 69] Especially, Kohsaka et al. reported that the presence of bond–centered short–range unidirectional charge order [48]. This unidirectional charge order is later characterized as $d$–symmetry form factor density wave with having pseudogap energy as its characteristic energy. [49] On the other hand, there were attempts to combine real–space and reciprocal space techniques.
Comin et al. [70] and da Silva Neto et al. [71] performed STM and RXS studies in Bi$_{2}$Sr$_{2}$−$_{x}$La$_{x}$CuO$_{6+δ}$ and Bi$_{2}$Sr$_{2}$CaCu$_{2}$O$_{8+x}$, respectively, and they both found the charge orders. Recently, commensurate 4$a_0$ period charge order has been found extremely underdoped insulating Bi$_{2}$Sr$_{2}$CaCu$_{2}$O$_{8+x}$. [72]

Figure 2.9: STM current ratio map, $R(r, 150 \text{ meV}) = I(r, 150 \text{ meV})/I(r, -150 \text{ meV})$, shows short-range charge order. Reproduced from [48].
3. Scanning Tunneling Microscopy (STM)

In 1960, Giaever [73] showed tunneling current in a superconductor–insulator–normal metal planar junction. Subsequently, Bardeen laid a theoretical foundation of tunneling spectroscopy [74]. Based on these theoretical developments, in 1982 the first STM was invented by Gerd Binnig and Heinrich Rohrer [75]. Since then, STM techniques have been improved dramatically and plays an important role in condensed matter physics field. The invention of Spectroscopic Imaging–STM (SI–STM) enables us to study the electronic structure of the material in real space with an excellent spatial resolution ( < 1 Å). Together with the many spectroscopic tools such as ARPES, X–ray and many others, which provides detailed electronic structures in \( k \)–space, SI–STM completes the full picture of electronic structures of the material.

In this chapter, I will describe the principles of STM and techniques significant to STM research. Also, the design and capabilities of the SNU STM1.

3.1. Principles of STM

3.1.1 Electron Tunneling

I will follow the Bardeen’s approach to describe the tunneling current of a tunnel junction. Here, a junction consists of two Fermi metal separated by an insulating barrier. Also, all the tunneling processes are assumed to be elastic.

The phenomenological tunneling Hamiltonian describing the tunneling of a particle across the vacuum barrier is given by

\[
H_T = \sum_{mn} M_{mn} c_{m,s}^\dagger c_{n,s} + h.c.
\]  

(3.1.1)
Here, the operator $c^+_{T,m}$ creates an electron in the single-particle state $m$ on the tip and the operator $c_{R,n}$ destroys an electron in the single-particle state $n$ on the sample. The tunneling matrix element $M_{mn}$ can be written as [76]

$$M_{mn} = -\frac{\hbar^2}{2m} \int dS \left( \psi_m \frac{\partial \psi_n}{\partial z} - \psi_n \frac{\partial \psi_m}{\partial z} \right)$$

(3.1.2)

Figure 3.1: The density of states of the sample and tip. A bias voltage is applied to the sample.

The transfer rate from left to right electrode can be calculated by using Fermi’s golden rule

$$w = \frac{2\pi}{\hbar} |M_{mn}|^2 \delta(E_m - E_n)$$

(3.1.3)

When a positive sample bias $V$ is applied and measure energy relative to the sample Fermi surface, the current from tip to sample is then

$$I_{T\rightarrow S} = -2e \frac{2\pi}{\hbar} \int_{-\infty}^{\infty} |M|^2 \rho_T(E - eV) f(E - eV) \rho_S(E) [1 - f(E)] dE$$

(3.1.4)

, where $f(E)$ is the Fermi–Dirac distribution function and $\rho_T(S)$ is the density of states of a tip (sample). The tunneling matrix $M$ is assumed to be a constant.
The current from sample to tip is

\[ I_{S\to T} = -2e \frac{2\pi}{\hbar} \int_{-\infty}^{\infty} |M|^2 \rho_T(E - eV) [1 - f(E - eV)] \rho_S(E) f(E) \, dE \quad (3.1.5) \]

At sufficiently low temperature, the Fermi–Dirac distribution function is approximated to a step–function and the total current is thus

\[ I = I_{T\to S} - I_{S\to T} \approx \int_{0}^{eV} |M|^2 \rho_T(E - eV) \rho_S(E) \, dE \quad (3.1.6) \]

Tersoff and Hamann [77] assumed an s–wave apex of the tip and calculated the matrix element:

\[ |M|^2 \propto \exp\left( -2 \sqrt{\frac{2m\phi}{\hbar}} z \right) \quad (3.1.7) \]

, where \( \phi \) is a convoluted work function, \( m \) is the electron mass and \( z \) is the separation between two electrodes. Further assuming the density of states of a tip is constant, the final current above is reduced to

\[ I(z,V) \propto \exp\left( -2 \sqrt{\frac{2m\phi}{\hbar}} z \right) \rho_T \int_{0}^{eV} \rho_S(E) \, dE \quad (3.1.8) \]

From the final form of the current, one can see the tunneling current changes exponentially with respect to the distance between tip and sample. For example, when a work function is \( \sim 5 \, eV \), an Angstrom increase of the tip–sample distance causes an order of magnitude decrease in current. This will give an extremely high sensitivity of the current to the height changes on the surface.

Meanwhile, the differential conductance of the tunneling current is
\begin{equation}
    g(z,V) = \frac{dI}{dV}(z,V) \propto \exp\left(-\frac{2\sqrt{2m\phi}}{h}z\right)\rho_T\rho_S(eV)
    \tag{3.1.9}
\end{equation}

Hence, the differential conductance is proportional to the local density of states of a sample for a fixed \( z \).

### 3.1.2 Operation of STM

The schematic of the STM operation is shown in Figure 3.2. A sharp metallic tip is attached to a piezoelectric tube. A piezoelectric tube provides a scanning ability through a fine \( x, y \) and \( z \) motions. A tip–sample junction is characterized by the tunneling current and a bias voltage, typically applied to a sample. In order to keep the constant tunneling current, a PID feedback loop is exploited. When the tunneling current exceeds a setpoint current \( I_s \), piezoelectric tube retracts to increase the tip–sample distance. Conversely, when the tunneling current is lower than a setpoint current, the tip–sample distance is reduced by extending the piezoelectric tube. Thus, an STM junction is typically specified with a setpoint current \( I_s \) and a sample bias voltage \( V \), or a junction resistance \( R_J \).
Figure 3.2: Schematic of the STM operation. Block diagram shows a simple version of the connection between STM and electronic control unit (ECU). ECU controls the sample bias and piezo tube while collecting data (tunneling current & dI/dV).

3.2. Types of Measurements

3.2.1 Topography

Topographic image of a sample surface can be measured by two different methods: constant current mode and constant height mode. In constant height mode, the height of a tip (voltage applied on z-piezotube) is kept fixed. Thus, the tunneling current will vary as the surface height changes giving a topographic image of a surface. Although the process is straightforward, this mode is not a popular choice for topography. If a sample surface is too rough, a tip can collide with a sample or a tip can be out of tunneling range.

More reliable topography is performed in constant current mode. Rather than a fixed height, the tunneling current is fixed. Equation 3.1.8 shows that the tunneling current has exponential sensitivity to
the tip–sample distance. In order to keep the tunneling current constant, tip height will vary along with the surface height. The record of the tip height provides the topographic image of a sample surface. Figure 3.3 shows an atomically resolved topographic image of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ in an 80 nm x 80 nm field of view measured in constant current mode.

Figure 3.3: Topographic image of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ sample in an 80 nm x 80 nm field of view measured by SNU STM1. (Junction setup: 100 mV / 10 pA, 1100 pixels$^2$)
3.2.2 Scanning Tunneling Spectroscopy

I have shown that the differential conductance is proportional to the local density of states of a sample for a fixed tip–sample distance.

\[ g(z,V) = \frac{dI}{dV}(z,V) \propto \exp \left(-2\frac{\sqrt{2m\Phi}}{\hbar}z\right) \rho_T \rho_S(eV) \propto \rho_S(eV) \quad (3.1.10) \]

Sweeping the sample bias voltage while fixing a tip–sample distance provides the local density of states of the sample. The differential conductance can be calculated by numerical derivation of the tunneling current, \( I(z, V) \). However, the lock-in technique provides a better signal-to-noise ratio. When a small AC voltage modulation, \( A \sin(\omega t) \), superposed onto a DC sample bias voltage, \( V_0 \), the Taylor expansion of the tunneling current is then

\[
I(z,V(t)) = I(z,V_0 + A \sin(\omega t)) \\
= I(z,V_0) + \left. \frac{dI(z,V)}{dV} \right|_{V_0} A \sin(\omega t) + \frac{1}{2} \left. \frac{d^2I(z,V)}{dV^2} \right|_{V_0} (A \sin(\omega t))^2 + \cdots \quad (3.1.11)
\]

Thus, measuring the amplitude of the first harmonic by using a lock-in amplifier gives the differential conductance. To fully utilize the power of a lock-in technique, the driving frequency of the AC modulation has to be chosen carefully so that it is far away from the presenting noise band.

Differential conductance measurement across the uniformly spaced two-dimensional array, \( g(r, E) \), is called differential conductance map. This constitutes a three-dimensional array, two associated with spatial coordinates and one associated with energy. Figure 3.4 shows the data structure of a differential conductance map. Current and \( dI/dV \) are measured at each pixel in a two-dimensional grid with varying sample bias voltage thus forming a three-dimensional data structure \( (x, y, E) \). For an analysis, three-dimensional data is
reduced to two dimensional or one-dimensional data by fixing one or two axes. If energy is fixed, \( E_0 \), a compilation of \( g(x, y, E_0) \) is obtained. On the other hand, with fixed spatial coordinates, a point spectrum, \( g(E) \), is obtained.

Figure 3.4: Schematic illustration of STS. Current and conductance spectrum are measured at each pixel in an evenly spaced two-dimensional grid. Thus, at each pixels gain extra energy axis and eventually, the data structure becomes three dimensional: \( x \), \( y \), and energy axes.

3.3. Design and Construction of Low Temperature–STM

The high sensitivity of the tunneling current with respect to the tip–sample distance enables a fine \( z \)-resolution, however, at the same time, tiny fluctuations, such as vibration and acoustic noise, can ruin STM experiments. The design philosophy of Low Temperature–STM (LT–STM) is thus to maximize the stability of STM by lowering
mechanical and electrical noises.

LT–STM constitutes of three components: Ultra–Low Vibration Laboratory (ULV–Lab), cryostat and STM head. While ULV–Lab isolates STM from the external perturbations, such as vibrations and acoustic noise, cryostat provides a low temperature measurement environment. Finally, the actual measurement is performed in the STM head.

### 3.3.1. Ultra–Low Vibration Laboratory

The entire lab space is divided into a control room, pump room, and four identical ULV facilities. Schematic diagram of the laboratory is depicted in Figure 3.5.

The main goal of ULV–Lab design was to achieve maximum vibration isolation while making them as compact as possible. Each ULV room has a rectangular pit with four niches on top of the concrete base. 30 tons of high-density concrete blocks are constructed inside these pits. To isolate these concrete blocks from external vibrations, they are separated from all walls and also each of them is supported by six air springs for further vibration isolations from the foundation. The niches in the pit provide space for the maintenance of the air springs. With this niched pit design, the required areal space reduced by half compared to the existing designs, which requires extra space around the concrete blocks.
Figure 3.5: Schematic diagram of the SNU STM laboratory. Researchers depicted in the diagram are 180 cm tall. STM can be controlled from the control room (1). Space for the sample preparation (2). Inside the acoustic room (3), a cryostat and a dewar (4) are mounted on the main table (5) which is supported by three air springs that are installed on top of the legs. The acoustic room is installed on top of the inertia block (6). The inertia block is on top of the concrete base (7) and six air springs (8) on the concrete base support the inertia blocks. Pump lines (9) are buried in the inertia block and base. They are connected to the pump room (10). The signal lines are extended to control the STM through PVC pipes (11) buried in the inertia blocks. To overcome the low-level ceiling, the acoustic room has a floor level lower than that of the control room. To resolve this problem, a false floor (12) is installed on top of the inertia blocks. Top view of the inertia block (6) and the concrete base (7) are also shown for clarity.
On top of the concrete block, an acoustic isolation room is constructed to isolate STM from the acoustic noise. The main table for STM is installed inside the acoustic room and supported by an additional three air springs. Each air spring is placed on top of the leg, which is filled with lead shots to increase the mass. All the features in the ULV-Lab are designed to have a resonance frequency as low as possible. The resonance frequencies of two sets of air springs are chosen to be different. The vibration isolation performance can be found in Figure 3.6.

![Figure 3.6: Velocity spectral density, measured by an OYO Geospace GEO-GS-11D, is plotted. The black curve shows the vibration noise measured in the control room. Inside the acoustic room, the geophone was installed on top of the main table. When the air springs supporting the inertia block is inflated (red curve) and all the vibration isolation system is activated (blue curve), vibration noise at all frequencies is highly suppressed.](image)

3.3.2. Cryostat

Figure 3.7 shows the 3D drawings of the cryostat and the liquid helium Dewar. The cryostat has three stages: 4K plate, 1K plate, and
mK pot. A sample cleaving stage is placed right below the 4K plate and STM head is installed at the bottom end of the cryostat to have maximum temperature stability.

Figure 3.7: 3D drawings of the cryostat and the dewar. Location of the sample cleaving stage and the STM head is depicted.

3.3.3. STM Head

Figure 3.8 shows the 3D drawing of STM Head. STM Head mainly constitutes of four modules: Scanner, Walker, sample receptacle and field emission stage. All these modules are assembled in a Shapal™
The scanner is the core component of the STM head and its assembly consists of a tip, piezoelectric tube, scanner holder and sapphire prism. A tip is placed on top of the piezoelectric tube, which provides scanning motion. The piezoelectric tube has four split electrode outside and a single electrode. Applying voltages to these electrodes individually, the piezoelectric tube can be bent or stretched (retracted) giving the x, y, and z scanning motions. The length of the piezoelectric tube used in this study is 0.375” ≈ 9.5 mm. The piezoelectric tube is placed inside the sapphire prism and both components are glued to the scanner holder.

While the scanner module provides a fine x, y and z motions for the measurement, the walker module gives a coarse z motion. The design of the walker module is followed by the famous S. H. Pan’s design.
which utilizes six piezoelectric shear stacks. All six piezoelectric shear stacks are in contact with the sapphire prism and move it through a slip–stick motion.

The most distinguished component of the STM head used in this study is the field emission stage. A new tip is installed in the STM head from the ambient condition, oxide layers cover the surface of the tip. Moreover, as a lateral resolution of scanning highly depends on the sharpness of the apex of a tip, it is essential to have an atomically sharp tip. Furthermore, even with a well–prepared tip, many instabilities, such as contaminants or rough surfaces, can cause a tip change during measurement. In every case, a tip has to be re–prepared for the measurement.

Among many techniques to prepare such a sharp tip, field emission technique is one popular choice that can be done in–situ. [79–81] By applying high voltages, typically 100 to 300 volts, on a gold target, a field emission current flows through the tip–gold junction. The current will suffer a sudden drop or increase when the tip is changed due to a high electric field. Repetition of this process eventually produces a sharp and clean tip. This biggest advantage of this technique is that it is performed in–situ. Thus, it doesn’t require to take out a tip for the tip treatment. However, a conventional STM head design has a limitation that the sample under measurement has to be replaced with a gold target for the tip preparation. The replacing process not only consumes considerable time (> ~24 hours) but also requires to discard a sample under measurement. The field emission stage is developed to overcome these problems by providing the ability to move a gold target to be aligned with a tip while leaving a sample intact.

Figure 3.9 shows the design of the field emission stage. This stage is installed right below the sample receptacle and consists of four piezoelectric shear stacks, sapphire plate. The field emission stage is designed to be completely independent module thus it does not
interfere with the sample receptacle stage. A gold target is installed on top of the sapphire plate, which can be rotated. The rotation motion is provided by the four piezoelectric shear stacks via the slip–stick motion along the tangential direction of the sapphire plate. During the sample measurement, the gold target is rotated away from a tip so that it won’t interfere with the vertical motion of the scanner (Figure 3.9 (a) and (c)). When the tip needs to be prepared, the gold target is rotated and aligned with the tip (Figure 3.9 (b) and (d)). These processes are completely independent to the sample, thus only requires relatively short time ( < 12 hours), at the same time, saves the sample. Another advantage of this stage is its versatility. By adding other functional materials, such as ferromagnetic or superconducting material, the tip can be formed to have different physical properties.
Figure 3.9: Top view of the STM head. When the gold target is (a) out of the tip position and (b) on the tip position. Red lines show the location of the gold target. The gold target is not installed on the sapphire plate in these pictures. (c) Top view of the STM head with top parts removed for more clarity. (d) Side view of the STM head. There are two pairs of piezoelectric shear stacks above and below the sapphire plate. A pair of the piezoelectric shear stacks attached to the STM head body and another pair of the piezoelectric shear stacks is attached to the BeCu plate and pressed by the BeCu plate, ruby balls, springs, and bolts.
4. Scanning Josephson Tunneling Microscopy

4.1. Introduction

The idea of Scanning Josephson Tunneling Microscopy (SJTM) is utilizing STM imaging capabilities to measure Cooper−pair density. Although conventional STM experiments were able to measure many different electronic degrees of freedoms with an excellent $r$−space resolution, there was one constraint that STM measures quasiparticle tunneling current. Quasiparticles contain information about Cooper−pairs, however, there is always an ambiguity as they are not Cooper−pairs themselves. Especially in cuprates, the pseudogap phase has an intimate connection to the superconductivity and purportedly coexists with the superconductivity. Under these circumstances, the direct measurement of superconducting condensate is crucial to study superconductivity and pseudogap. SJTM measures Cooper−pair tunneling current via Josephson effect instead of quasiparticle tunneling current, thus directly measures the superconducting condensate. All the STM imaging capabilities are retained so that SJTM still has an excellent $r$−space resolution. Moreover, by controlling the tip−sample distance, we can choose what to measure, quasiparticle tunneling and Cooper−pair tunneling, which provides a direct comparison between them.

4.2. Brief History

Early SJTM studies are performed in conventional superconductors. The first SJTM is reported by Naaman et al. [82] in a Pb film using Pb deposited tip. They were able to measure Josephson effect, although no scanning result was reported. Successive SJTM studied Pb and Al using Pb or Al tip and measured Josephson effect with an atomically resolved topographic image, but no scanning spectroscopy was reported. [83] Later, Proslier et al. [84] finally succeeded to achieve scanning spectroscopy in MgB$_2$ using MgB$_2$−tip. While all the
SJTM studies concentrated on the conventional superconductors, Kimura et al. [85] tried to apply SJTM to a high-$T_C$ superconductor with Pb tip, but they weren’t able to obtain scanning results.


Josephson effect is a pair-tunneling phenomenon when two superconductors are weakly-linked. A typical type of Josephson junction is SIS (Superconductor-Insulator-Superconductor), while SNS (Superconductor-Normal metal-Superconductor) or different geometries are also possible. The necessary condition to have Josephson effect is coupling between two superconductors by having overlapped wave functions in the weak link. Here, Josephson junction will be discussed only within SIS junction, where superconductors are all BCS superconductors unless specified.

4.3.1. Quasiparticle Tunneling

The tunneling Hamiltonian of two metals (superconductors) can be written as a form of

$$H_T = \sum_{kq\sigma} T_{kq} c_{k\sigma}^{\dagger} c_{q\sigma} + h.c.$$  \hspace{1cm} (4.3.1)

where $T_{kq}$ is a tunneling matrix element and $c_{k\sigma}^{\dagger}$ ($c_{q\sigma}$) creates (annihilates) an electron with momentum $k$ and spin $\sigma$. Here, we assumed no magnetic perturbations so that no spin-flip process occurs in the tunneling process.
By exploiting Fermi’s Golden rule, the net tunneling current can be written as

\[ I = |T|^2 \int_{-\infty}^{\infty} N_1(E)N_2(E + eV)[f(E) - f(E + eV)]dE \]  \hspace{1cm} (4.3.2)

where the tunneling matrix element is assumed to be a constant, \( N(E) \) is the density of states of an electrode and \( f(E) \) is the Fermi–Dirac distribution function.

As a start, it’s instructive to consider normal metal–normal metal junction. The tunneling current becomes

\[ I_{nn} = |T|^2 N_1(0)N_2(0) \int_{-\infty}^{\infty} [f(E) - f(E + eV)]dE = |T|^2 N_1(0)N_2(0)eV \equiv G_{nn}V \]  \hspace{1cm} (4.3.3)

and we get an Ohmic junction as expected.

Now, let’s replace one metal electrode with a superconductor. The density of states of a superconductor is given by

\[ \frac{N_S(E)}{N_n(0)} = \begin{cases} \frac{E}{\sqrt{E^2 - \Delta^2}} & (E > \Delta) \\ 0 & (E < \Delta) \end{cases} \]  \hspace{1cm} (4.3.4)

, hence the net current becomes

\[ I_{Sn} = |T|^2 N_1(0)N_2(0) \int_{-\infty}^{\infty} \frac{N_{2S}(E)}{N_2(0)} [f(E) - f(E + eV)]dE \]  \hspace{1cm} (4.3.5)

The qualitative behavior of current–voltage characteristic can be easily understood in Figure 4.1 (a) and (b). At \( T = 0 \), when the chemical potential difference is large enough to create quasiparticles, i.e., \( e|V| \geq \Delta \), current starts to flow, otherwise, there will be no tunneling current. Recall that the quasiparticles are hole and electron
mixture, resulting tunneling current also maintain superconductor’s particle–hole symmetry.

When both electrodes are superconductors, the tunneling current becomes

\[
I_{SS} = |T|^2 N_1(0) N_2(0) \int_{-\infty}^{\infty} \frac{|E|}{\sqrt{E^2 - \Delta_1^2}} \frac{|E + eV|}{\sqrt{(E + eV)^2 - \Delta_2^2}} \left[ f(E) - f(E + eV) \right] dE \quad (4.3.6)
\]

where \( \Delta_1 \) and \( \Delta_2 \) are the energy gaps of each superconductor electrodes, respectively. Similar qualitative analysis as in SIN junction above provides a schematic description of the current. At \( T = 0 \), to have a finite current, the chemical potential difference must provide enough energy to create a hole on one side, at the same time, create an electron on the other side. Hence, the required minimum energy to have a finite current is \( e|V| \geq \Delta_1 + \Delta_2 \).

Figure 4.1: (a –b) Schematic tunneling between a superconductor and a normal metal. The filled area represents filled states. (c – d) Schematic tunneling between two superconductors.
4.3.2. Andreev Reflection

Andreev reflections is another type of charge-transfer process in Normal metal–Superconductor (NS) interface [86]. For energies below the superconducting gap $\Delta$, an electron incident from the normal metal can’t enter the superconductor because there are no quasiparticle states inside the gap. An electron, instead, is reflected back into the normal metal as a hole resulting production of a Cooper pair in the superconductor. The schematic process is described in Figure 4.2 (a). Andreev reflection occurs not only in NS interface but also is possible in SIS junction via Multiple Andreev Reflection (MAR) [15, 87].

Figure 4.2: Schematic illustration of (a) Andreev reflection and (b) multiple Andreev reflection. The filled circles represent electrons while the open circles represent holes. Note that although electron and hole are drawn with non-zero energy for the clear visualization, the process can occur only near the Fermi energy (only at the Fermi energy when $T = 0$).

The schematic MAR process is illustrated in Figure 4.2 (b). When a bias voltage applied to the left superconducting electrode, an electron with energy $eV$ incident from the left electrode arrives inside the gap of the right electrode causing Andreev reflection. Since a Cooper–
pair has zero kinetic energy, a retro-reflected hole will gain additional energy $eV$ and this reflected hole again Andreev reflected at the left electrode. This process will be iterated until electron energy exceeds $\Delta_1 + \Delta_2$ so that it can enter the normal metal region. Thus, MAR will be shown as subharmonic gap structure at $eV = (\Delta_1 + \Delta_2) / n (n = 2, 3 \ldots)$.

### 4.4. Josephson Effect

#### 4.4.1. Ideal Josephson Junction

In 1962, B. D. Josephson proposed a startling prediction about tunneling phenomena in SIS junction [88]. He assumed that superconducting order parameters of two superconducting electrodes can extend into the barrier and coupled in a weak link. As a result of phase coherence between two superconductors, pairs can tunnel through the barrier and flow of superfluid is made. This idea brought a huge controversy because, at the time, it is generally believed that the order parameter of superconductor can’t be extended into the insulating barrier. However, as the experiments actually measured the supercurrent [89, 90], Josephson effect is firmly confirmed.

When two superconductors are uncoupled, the macroscopic wave functions of them are given by

\[
\begin{align*}
\psi_1 &= \sqrt{n_1}e^{i\theta_1} \\
\psi_2 &= \sqrt{n_2}e^{i\theta_2}
\end{align*}
\]

(4.4.1)

, where $n$ is the superfluid density and $\theta$ is the phase. When two superconductors are coupled so that Cooper–pairs can be exchanged, the system is described by introducing the coupling constant $K$ into the time–dependent Schrodinger equations:
\[
\begin{align*}
\frac{\partial \psi_1}{\partial t} &= -\frac{i}{\hbar}[E_1\psi_1 + K\psi_2] \\
\frac{\partial \psi_2}{\partial t} &= -\frac{i}{\hbar}[E_2\psi_2 + K\psi_1]
\end{align*}
\] (4.4.2)

After substituting the wave functions into the Schrödinger equations and separating them into real part and imaginary part, we obtain

\[
\begin{align*}
\frac{\partial n_1}{\partial t} &= \frac{2K}{\hbar} \sqrt{n_1n_2} \sin \phi \\
\frac{\partial n_2}{\partial t} &= -\frac{2K}{\hbar} \sqrt{n_1n_2} \sin \phi \\
\frac{\partial \theta_1}{\partial t} &= -\frac{E_1}{\hbar} - \frac{K}{\hbar} \frac{n_2}{n_1} \cos \phi \\
\frac{\partial \theta_2}{\partial t} &= -\frac{E_2}{\hbar} - \frac{K}{\hbar} \frac{n_1}{n_2} \cos \phi
\end{align*}
\] (4.4.3)

, where \( \phi \) is the phase difference, \( \theta_2 - \theta_1 \). First two equations describe the supercurrent flow in the junction, thus, we obtain the current–phase relation,

\[
I = I_c \sin \phi
\] (4.4.4)

with the maximum or Josephson critical current \( I_c = 2K\sqrt{n_1n_2} \). On the other hand, from the third and fourth equations with \( n_1 = n_2 \), we obtain the voltage–phase relation,

\[
\frac{\partial \phi}{\partial t} = \frac{E_1 - E_2}{\hbar} \equiv \frac{2eV}{\hbar}
\] (4.4.5)

, where \( V \) is the voltage across the junction. As a result, for an ideal Josephson junction, where no dissipations present, supercurrent flows without any voltage drop, \( i.e., \) zero bias current or conductance occurs.

Note that the Josephson critical current, \( I_c \), is proportional to the
order parameters. Thus, measuring the quantity $I_C$ will directly lead to the fundamental quantity, the superconducting order parameter, which provides the methodology of SJTM. Meanwhile, in order to measure $I_C$, knowing the current–voltage characteristic of Josephson junction is critical. As the voltage fully depends on the time evolution of the phase difference, identifying the phase dynamics is essential to predict the current–voltage characteristic of a junction.

Ambegaokar and Baratoff [91, 92] derived the exact temperature dependence of $I_C$ for two identical superconductors:

$$I_C R_N = \frac{\pi \Delta^2}{2e} \tanh\left(\frac{\Delta}{2k_B T}\right)$$

(4.4.6)

where $R_N$ is the normal state resistance and $k_B$ is the Boltzmann constant. Ambegaokar–Baratoff formula describes the temperature dependence of $I_C$, but at the same time, this formula connects the superconducting gap to the Josephson critical current. Especially, at low temperatures, Ambegaokar–Baratoff formula is reduced to a simpler form,

$$I_C R_N \approx \frac{\pi \Delta}{2e}$$

(4.4.7)

Thus, one can calculate the superconducting gap from $I_C$ or vice versa.

Before proceeding, there are three key quantities in Josephson effect: Josephson critical current $I_C$, the phase–voltage relation and the Josephson coupling energy $E_J = \hbar I_C / 2e$. As $I_C$ is proportional to the superfluid density, $I_C$ will be the key physical quantity. In order to measure $I_C$, we need to know the current–voltage characteristic of a junction, which is provided by the phase–voltage relation, that is, the dynamics of the phase. Finally, $E_J$ is the characteristic energy of a junction, which competes with various fluctuations given in the system.
4.4.2. The RCSJ Model

In the last chapter, an ideal Josephson junction is discussed, where no dissipations exist. In reality, dissipations must be considered and the real Josephson junction is described by the Resistively and Capacitively Shunted Junction (RCSJ) model [15], shown in Figure 4.3. The resistance $R$ represents dissipation channel from quasiparticle tunneling current while the capacitance $C$ is shunting capacitance between two electrodes.

![Figure 4.3: Lumped circuit diagram of RCSJ model. X represents an ideal Josephson junction.](image)

In the presence of a bias current $I$, the equation of motion for the phase difference $\phi$ is

$$I = I_C \sin \phi + \frac{V}{R} + C \frac{dV}{dt}$$

(4.4.8)

where $I$ is a bias current and $V$ is the voltage across the junction. By dividing both sides with $I_C$ and exploiting the voltage–phase relation, equation 4.4.8 becomes

$$\frac{d^2 \phi}{d\tau^2} + Q^{-1} \frac{d\phi}{d\tau} + \sin \phi = \frac{I}{I_C}$$

(4.4.9)

where $\tau = \omega_p t$, $\omega_p = (2eI_C/hC)^2$ and $Q = \omega_p RC$. $\omega_p$ is called "Josephson
plasma frequency” of the junction and $Q$ is “quality factor” of the junction. Note that under the condition where $\omega \ll 1$, equation 4.4.9 reduces to the form of a damped driven harmonic oscillator. Josephson plasma frequency, thus, corresponds to the oscillating frequency of the phase.

To capture the physical picture of RCSJ model intuitively, a mechanical analog, so-called “tilted washboard”, provides the qualitative picture. In the tilted washboard model, a particle of mass $(h/2e)^2C$ moving in an effective potential

$$U(\varphi) = -E_1\cos \varphi - \left(\frac{hI}{2e}\right)\varphi$$

(4.4.10)

together with viscous drag force $(h/2e)^2(1/R)\phi/dt$. The equation of motion of a particle under this circumstance is equal to the equation 4.4.9, hence the dynamics of a particle equivalent to the dynamics of the phase. The effective potential consists of a cosine term and a linear term. Cosine term forms a potential barrier preventing a particle from advancing. On the other hand, a linear term tilts the potential, at the same time, reducing a potential barrier allowing a particle to move.
Figure 4.4: Illustration of the tilted washboard potential for the different bias currents. As the bias current is increased from (a) $I = 0$, (b) $I < I_C$ and (c) $I = I_C$, the potential barrier height becomes less and finally, the particle (phase) starts to advance. (d) For an underdamped case, the particle continues to move down even for $I < I_C$ when the bias current is reduced from $I > I_C$.

As an example, let’s consider zero bias current. In this case, the effective potential is a simple cosine and the particle will just stay in the minimum of the potential giving zero voltage. Similarly, the particle will rest in the minimum in the potential until bias current becomes equal to $I_C$. When bias current equals or exceeds $I_C$, there are no cosine minima for the particle to find a stable equilibrium, consequently, the particle will continuously slide down and a finite voltage will show up.
On the other hand, the quality factor $Q$ describes the damping of the system. If $Q \gg 1$ and $C$ is large, the system is underdamped. Starting from $I = 0$, zero voltage state is maintained until $I = I_C$ and a finite voltage occurs for $I \geq I_C$. However, ramping down the current from $I > I_C$ works differently, in other words, the system is hysteretic. When $I > I_C$, due to the heavy tilting, the particle moves down along the potential. In order to recover the zero voltage state, this “running” particle has to be retrapped in the potential minimum. However, since the system is underdamped, the particle will keep running until the potential is sufficiently tilted back to horizontally. Consequently, zero bias state will be recovered at a “retrapping current”, which is essentially smaller than $I_C$ and resulting in a hysteretic current–voltage characteristic.

If $Q \ll 1$, the system is overdamped as $C$ is small and the viscous drag force dominates its dynamics. Unlike the underdamped case, heavy damping almost stops the particle as soon as $I \leq I_C$ so that the particle can be retrapped in the potential minima. Hence, no hysteresis occurs in an overdamped junction.
Figure 4.5: Current–voltage characteristics of Josephson junction with (a) Overdamping, (b) intermediate damping and (c) underdamping. The direction of current variations is indicated by arrows. $I_r$ represents the retrapping current.

### 4.4.3. Thermal Fluctuations

In the last two sections, the current–voltage characteristic of Josephson junction is described starting from an ideal junction and expanded to the more realistic RCSJ mode. These two models considered definite phase, i.e., no phase fluctuations. The subsequent sections will consider the phase fluctuation effects from thermal fluctuations and quantum fluctuations.

Here, I’ll expand the RCSJ model by introducing thermal fluctuations from the environment, such as leads on the junction. Formally, thermal fluctuations are introduced as a Johnson noise in the circuit, however, thermal activations in the tilted–washboard model provide a physical picture as well. Although thermal energies try to activate the particle in the potential minima, fluctuation effects won’t be prominent until thermal energies are sufficiently large to
excite the particle to surmount the barrier. Imagine a particle in a stable state in the potential minima. Small thermal energies only give a phase fluctuation near the equilibrium results in $\langle \phi \rangle = 0$. On the other hand, thermal energies large enough so that a particle can escape to the next minimum, which will affect the dynamics of the particle.

In an underdamped system, small fluctuations still can render the dynamics of the particle. If $k_B T \ll E_j$ with zero bias current, the probability that thermal fluctuations excite the particle to the next minimum is small as $\exp(-\Delta U / k_B T)$. Applied bias current will tilt the potential, that is, lower barrier height, and provides a higher escaping probability. Analogous to the underdamping RCSJ model, once the particle surmounts the barrier, the particle will be in a running state without retrapped in the minima. As a result, the critical current is reduced and a premature switching to a finite voltage state occurs.

Now, let’s start from the current bigger than $I_c$. We know that in the underdamped system, zero voltage state is recovered at a retrapping current, $I_r < I_c$. At $I = I_r$ without fluctuations, the particle continuously moves down without being retrapped in the minimum. As we turn on thermal fluctuations, downward fluctuations deflect the particle trajectory toward the minimum making it be retrapped in the minimum. Upward fluctuations increase the energy of the particle, however, dissipations bring it back rapidly to original trajectory. This is because while the increase of energy is proportional to a voltage $V$ as $V \propto d\phi/dt$, dissipations described by $\sim V^2/R$ outweighs. Hence, thermal energies increase a retrapping current while the critical current is reduced.

In an overdamped system, thermal fluctuations fundamentally change its current–voltage characteristic. As in the underdamped system, when thermal energies are sufficiently large the particle can advance to the next minimum. However, heavy damping will retrap the particle into the minimum until it is excited again to move to the
next minimum. This will repeatedly happen and the particle continuously “diffuses” over the barrier resulting in a finite voltage state below $I_C$. This regime is called “phase diffusion regime”.

4.4.4. Ultra–Small Josephson Junction I

The discussion so far is in the classical limit. When the size of a junction becomes small, then the capacitance of the junction is concomitantly small (order of fF). This small capacitance causes fundamental changes.

![Circuit Diagram](image)

Figure 4.6: (a) The current biased circuit model with the environment including the bias circuit and the impedance, $Z(\omega)$. (b) The bias circuit in (a) is replaced by a voltage source in series with the impedance, $Z(\omega)$. 
In the RCSJ model, an ideal current source is assumed, which has an infinite impedance for all frequencies except DC frequency. In addition, the electromagnetic environment of the junction, which includes electronics and the electrical leads connected down to the junction, has not been considered. Meanwhile, for a small capacitance, the phase dynamics set by the Josephson plasma frequency typically has a high characteristic frequency order of $10^{11}$ Hz. At these high frequencies, the shunting DC resistance $R$ in the junction plays no role and the damping of the junction is dominated by the impedance of the environment. Thus, to incorporate the dynamic nature of the junction, the assumed ideal current source needs to be replaced with a detailed environment model. The bias circuit can be modeled with a voltage source $V_B$ in series with a DC resistor $R_B$ and a parasitic capacitance $C_B$. The bias circuit takes account for the low-frequency response of the environment. To take account for the high-frequency response of the environment, an impedance $Z(\omega)$ is placed in series with the bias circuit. The corresponding circuit is shown in Figure 4.6 (a). This circuit model can be further simplified owing to the high-frequency nature of the junction. [93, 94] First, the DC bias resistance, $R_B$, can be omitted at high frequencies. In addition, since the parasitic capacitance, $C_B$, is typically much larger than the junction capacitance, $C$, the voltage across the capacitance $C_B$ can be approximated as time independent. Hence, the bias circuit model in Figure 4.6 (a) can be replaced by a voltage source in series with the high-frequency impedance $Z(\omega)$, as shown in Figure 4.6 (b). After all, the current biased junction can be effectively described as a voltage biased junction.

On the other hand, the high-frequency impedance, $Z(\omega)$, can be approximated as an infinite transmission line. [93–97] Since the radiation phenomena dominating the impedance has a wavelength of an order of a millimeter, only a few millimeters of the leads are relevant. Thus, the impedance as seen from the junction will be an order of free space, $Z_1 \sim Z_0/2\pi \sim 100 \Omega$, where $Z_0 \sim 377 \Omega$ is the free space impedance. [93–97] Note that at these high frequencies, as
the junction resistance $R$ plays no role, the damping is dominated by the low environment impedance. Therefore, the junction will be always overdamped irrelevant to the junction resistance $R$. As seen in the previous section, the overdamped junction in the presence of large thermal fluctuations will be in the phase diffusion regime. The analytic solution of the phase diffusion model is found by Ivanchenko and Zil’berman [98] namely the phase diffusion model. (Later, Ingold et al. [99] independently derived the same result by treating the Josephson effect quantum mechanically.) They considered a circuit model in Figure 4.6 (b) with an ohmic impedance, $Z(\omega) = Z$, and introduced thermal fluctuation to the junction by assuming that the ohmic impedance in thermal equilibrium at temperature $T$ gives rise to Johnson noise. The equation for the phase is then, [98, 100]

$$\frac{C}{Z} \frac{d^2 \phi}{dt^2} + \frac{1}{Z} \frac{d \phi}{dt} + \frac{2e}{h} I_C \sin \phi = \frac{2e}{h} V_0 + V(t)$$

(4.4.11)

where $V_0$ is the voltage supplied by the voltage source and $V(t)$ is the stochastic voltage noise across the junction, which is assumed to be frequency independent. In the limit where $C \to 0$, the analytic solution of the corresponding Fokker–Planck equation can be found as [98, 100]

$$I = \frac{I_c}{I_c} \text{Im} \left( \frac{I_{1-i\beta E_J v}(\beta E_J)}{I_{1-i\beta E_J v}(\beta E_J)} \right)$$

(4.4.12)

where $I_n(z)$ is the modified Bessel function, $\beta = 1/k_B T$ and $v = V/R I_C$ is the dimensionless applied voltage. In the case, for $E_J \ll k_B T$, the current–voltage characteristic becomes

$$I(V) = \frac{I_c^2 Z_1}{2} \frac{V}{V^2 + V_p^2}$$

(4.4.13)

where $V_p = 2e Z_1 k_B T / h$. The current–voltage characteristics are plotted in Figure 4.7 (a). Thermal fluctuations give rise to the finite
resistance at zero bias. In the experimental view, this functional form is favorable. Current–voltage characteristic exhibits a current peak and the current peak occurring at the voltage \( V_p \) is

\[
I(V = V_p) = \frac{I_C^2 Z_1}{4V_p} \propto I_C^2 \tag{4.4.14}
\]

Thus, measuring a current peak in the current–voltage characteristic is equivalent to measuring physically important \( I_C \). The occurrence of a current peak can indicate the formation of Josephson junction, which is experimentally identifiable and advantageous. Alternatively, \( \frac{dI}{dV}(V) \) can be exploited which is plotted in Figure 4.7 (b). \( \frac{dI}{dV}(V) \) exhibits zero bias conductance peak:

\[
\frac{dI}{dV}(V = V_p) = \frac{I_C^2 Z_1}{2V_p^2} \propto I_C^2 \tag{4.4.15}
\]

Similarly, measuring the zero bias conductance peak leads to \( I_C \) and identifies the formation of Josephson junction.

Figure 4.7: (a) Current–voltage characteristics of the phase diffusion model. (b) \( \frac{dI}{dV} \) spectra of the phase diffusion model.
The Josephson junction hitherto has been treated classically, where the phases of the superconductors are well-defined. However, a small capacitance brings quantum fluctuations in the phase. Phase $\phi$ and particle number $N$ are conjugate variables and have the uncertainty relation

$$\Delta N \Delta \phi \geq 1 \quad (4.4.16)$$

In the system with a small particle number fluctuation, the phase fluctuation becomes large and the phase of a superconductor is no longer be well-defined. In the ultra-small Josephson junction, where the charging energy $E_C = \frac{2e^2}{C}$ is the dominant fluctuation, Coulomb blockade occurs. Consequently, the particle number fluctuation becomes greatly diminished and the system can’t be treated classically. However, if the thermal fluctuation is the dominant energy, then the capacitive effect is averaged out and the system will be brought back to the classical system. Thus, the description of an ultra-small Josephson junction is determined by three characteristic energy scales: thermal energy, charging energy and Josephson coupling energy.

To explicitly show the quantum mechanical effect, consider an isolated Josephson junction at $T = 0$. The total energy of the junction is

$$E = -E_J \cos \phi + \frac{1}{2} CV^2 = -E_J \cos \phi + \frac{1}{2} C \left( \frac{\hbar}{2e} \right)^2 \left( \frac{d\phi}{dt} \right)^2 \quad (4.4.17)$$

Here no dissipation is assumed, which can be justified because the junction resistance is typically high, thus quasiparticle tunneling is negligible. By defining $\hat{N}$ as a pair number operator and replacing the charge $Q$ with $Q/2e = N \rightarrow i \partial / \partial \phi$, the Hamiltonian can be written as
\[ H = -E_J \cos \phi - 4E_C \frac{\partial^2}{\partial \phi^2} \] (4.4.18)

For a system having \( E_J >> E_C \), \( E_C \) in the Hamiltonian is negligible, hence \( \phi \) is a good quantum number. Consequently, Josephson junction is described by the phase diffusion model in the previous section. Note that as the phase is well-defined, the pair-tunneling current in this regime is coherent pair-tunneling.

Figure 4.8: Schematic illustration of coherent and incoherent pair-tunneling. While coherent pair-tunneling occurs at zero bias voltage, incoherent pair-tunneling emits radiation to the environment.

On the other hand, for a system having \( E_C >> E_J \), particle number is a good quantum number and the phase will suffer a large fluctuation. Since the phase is not well-defined and both superconductors have an identical constant number of Cooper-pairs \( N \) to minimize a charging energy, coherent pair-tunneling is no longer possible. In this case, the pair-tunneling process will happen only by an inelastic process. Suppose that Cooper-pair tunneling happens. The number of pairs in each superconductor will be \( (N+1) \) and \( (N-1) \), which will increase the charging energy corresponding to charge \( 2e \),

\[ \Delta E_C = \frac{2e^2}{C} \cdot 2e \] (4.4.19)
To compensate this increase of a charging energy, a voltage $V$ across the junction needs to be applied. On the other hand, since a Cooper-pair can’t have a kinetic energy, the extra energy $2eV$ provided to a Cooper-pair needs to be emitted and absorbed by the environment. This inelastic pair-tunneling process is called incoherent pair-tunneling. As the tunneling process should be accompanied by the interaction between the environment and the junction, the dissipative environment necessarily considered in formulating the incoherent pair-tunneling. The incoherent pair-tunneling is formally described by the $P(E)$-theory developed by Ingold et al. [93, 99, 100]

Caldeira and Legget [101] formulate the dissipative environment microscopically as an infinite set of $LC$-circuits of capacitors $C_n$ and inductors $L_n$. The corresponding Hamiltonian for the environment is given by [94, 99]

$$H_{env} = \sum_{n=1}^{\infty} \left[ \frac{q_n^2}{2C_n} + \left( \frac{\hbar}{e} \right)^2 \frac{1}{2L_n} \left( \frac{\phi}{2} - \frac{e}{\hbar} V t - \phi_n \right)^2 \right]$$

(4.4.20)

, where $V$ is the external voltage. Introduce the environment Hamiltonian to the junction, then the Hamiltonian for the Josephson junction is

$$H = Q^2 \frac{2}{2C} - E_J \cos \phi + H_{env}$$

(4.4.21)

To have the incoherent pair-tunneling, the charging energy must significantly exceed the Josephson coupling energy. In this limit, the $E_j$ term in the Hamiltonian can be treated perturbatively. The tunneling rate is calculated by applying Fermi’s golden rule:

$$\Gamma_{i \rightarrow f} = \frac{2\pi}{\hbar} |<f| - E_J \cos \phi |i>|^2 \delta(E_f - E_i)$$

(4.4.22)

, where $|i>$ and $|f>$ are the initial state and the final state,
respectively and they are the total states as a product of a quasiparticle state and a charge state coupled to the environment. After tracing out the environmental states, the forward tunneling rate is given by [94, 99]

\[
\tilde{\Gamma}(V) = \frac{E_j^2}{4\hbar^2} \int_{-\infty}^{\infty} dt \exp\left(i \frac{2e}{\hbar} Vt\right) < e^{i\phi(t)} e^{-i\phi(0)}> \tag{4.4.23}
\]

The last term in the integrand, \(< e^{i\phi(t)} e^{-i\phi(0)}>\), is called the phase correlation function. This measures the change of the phase coherence caused by the pair–tunneling. The correlation function for an arbitrary impedance can be evaluated as

\[
J(t) = 2 \int_{-\infty}^{\infty} \frac{d\omega}{\omega} \text{Re} Z_t(\omega) e^{-i\omega t} - \frac{1}{1 - e^{-\beta \omega}} \tag{4.4.24}
\]

where \(R_Q = \hbar/4e^2\) is the resistance quantum and \(Z_t(\omega)\) is the total impedance given by

\[
Z_t(\omega) = \frac{1}{i\omega C + Z^{-1}(\omega)} \tag{4.4.25}
\]

By taking advantage of \(J(t)\), the forward tunneling rate can be rewritten as

\[
\tilde{\Gamma}(V) = \frac{\pi E_j^2}{2\hbar^2} P(2eV) \tag{4.4.26a}
\]

\[
P(E) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} dt \exp \left[ J(t) + \frac{i}{\hbar} Et \right] \tag{4.4.26b}
\]

The forward tunneling rate is proportional to \(P(E)\), which indicates that \(P(E)\) is the probability that a Cooper–pair tunneling occurs with the emission of energy \(E\). As discussed above, the incoherent pair tunneling requires external voltage, \(V\), to overcome the change of charging energy. The total tunneling current is then
\[ I(V) = 2e[\bar{\nu}(V) - \bar{\nu}(-V)] = \frac{\pi e E_j^2}{\hbar} [P(2eV) - P(-2eV)] \] (4.4.27)

To predict the actual current-voltage characteristic in an experiment, the spectral probability \( P(E) \) needs to be calculated. The full details of total impedance in the \( J(t) \) are difficult to calculate, however, we have seen that the environment impedance can be approximated as an ohmic impedance, \( Z_1 \). Under this assumption, for low temperature and low voltages, the current-voltage characteristic is evaluated to [100]

\[ I(V) = \frac{\pi}{2} I_c \rho^2 \rho \left( \frac{E_c}{2\pi^2 k_B T} \right)^{1-2\rho} e^{-2\rho} \left[ \frac{\Gamma(\rho - i(eV/\pi k_B T))}{\Gamma(2\rho)} \right]^2 \sinh \left( \frac{eV}{k_B T} \right) \] (4.4.28)

where \( \rho = Z_1/R_Q \), \( \gamma \) is Euler's constant and \( \Gamma(x) \) is the Gamma function. This current-voltage characteristic is plotted in Figure 4.9.

The maximum current can be found from the current-voltage characteristic [100]:

\[ I_{Max} = \frac{\pi}{2} I_c \rho^2 \rho \left( \frac{E_c}{2\pi^2 k_B T} \right)^{1-2\rho} \exp(-2Z_1\rho) \sinh(\pi\rho) \left[ \frac{\Gamma(\rho(1 - i))}{\Gamma(2\rho)} \right]^2 \propto I_c^2 \] (4.4.29)

The current peak is directly proportional to the Josephson critical current as in the phase diffusion model.

One can notice that the current-voltage characteristics of the phase diffusion model and \( P(E) \)-theory are overall very similar. They both exhibit a finite resistance at zero bias with current peak proportional to the square of the Josephson critical current. This implies although the physical origin of the fluctuations is quite different, they can be bridged. Indeed, Grabert and Ingold [100] showed that they can be smoothly bridged by properly renormalizing the Josephson coupling energy.
In summary, the dynamics of the Josephson effect is characterized by three quantities: $E_J$, $E_C$, and $k_BT$. In the limit, where $k_BT > E_J > E_C$, the phase diffusion model describes the current–voltage characteristic as plotted in Figure 4.7. On the other hand, in the limit, where $E_C > k_BT > E_J$, the $P(E)$–theory describes the current–voltage characteristic as plotted in Figure 4.9.

4.5. Technical Aspects.

4.5.1. Tip Fabrication

Tip fabrication is the most crucial, but the challenge in the realization of SJTM. For a successful SJTM, a tip has to meet several requirements.
First and foremost, a tip has to be a superconductor to form a Josephson junction. In the previous SJTM studies used conventional superconductors, Pb, Al and MgB$_2$ as a superconducting material for a tip. [82–85]

Second, a superconducting tip is better to have a larger gap. According to the Ambegaokar-Baratoff formula [91, 92], a large gap in a superconducting tip equals to a large $I_C R_N$ value. A large $I_C R_N$ value provides a large $I_C$, which makes easier to resolve, at the same time, a higher $R_N$, which provides a more stable tip-sample junction. In the experimental view, this condition is very crucial, especially in high temperatures as the $R_N$ needs to be very small.

Last but not least, in order to study cuprates, which have a $d$-wave order parameter symmetry, a $d$-wave superconducting tip is preferable. Assuming a tip is an $s$-wave superconducting tip, a convolution between a $d$-wave order parameter in a sample and an isotropic order parameter of a tip will result in a zero current.

Conventionally a superconducting tip is fabricated ex-situ and transferred to STM head for SJTM. This method may provide better control of the tip, however, it requires a change of a tip from a normal metal for STM measurements. Depending on a design of STM, this may take a few days or even require a warmup the whole system. Furthermore, a more crucially, to satisfy the third condition, the choice of the material for a tip has to be $d$-wave superconductor, which is impossible to fabricate as a sharp tip.

We took an alternative method to fabricate a superconducting tip satisfying all conditions above. When a normal metal tip, typically tungsten, approaches to a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ sample, a tip can pick up a nanometer-sized flake of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ sample, forming a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. The Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip has several advantages. Obviously, it has a $d$-wave order parameter with a large gap, as Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ usually has a gap ($>10$ meV) for all doping
range. In addition, since the flake is picked up from the sample surface without any rotation, it is reasonable to assume that the phase of order parameter in tip and sample is identical. This will maximize the Josephson critical current. The tip is fabricated in-situ, the tip doesn’t need to be replaced, providing, in principle, a chance to study the same surface with a normal metal tip and a superconducting tip.

However, one caveat of this method is that the in-situ tip fabrication is not easy. There is always a possibility that a tip changed to other than a superconducting tip. Indeed, during the tip fabrication, occasionally, one can see a tip showing the spectroscopic evidence of superconducting but with lack of imaging capability or vice versa. Empirically, when a normal metal tip in a good condition, which can produce good conventional STM data, is prone to be a stable Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip.

4.5.2. Ultra-Low vibration

The barrier thickness of a Josephson junction, in SJTM, tip-sample distance should be extremely small, especially at 4.2 K. In addition, since tunneling current varies exponentially with respect to tip-sample distance, with a tip close to a sample, a small fluctuation of a tip-sample distance results in a huge current fluctuation. Thus, SJTM requires a stable junction, that is, ultra-low vibration system. With an aid of ultra-low vibration isolation system as explained in Chapter 3, we could achieve sufficiently low vibration.

4.5.3. Characterization of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip.

Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is fabricated by applying a voltage pulse (−2 V ~ 2 V) or extending z piezoelectric tube very close to the sample. As mentioned above, this process may require many attempts and sometimes tip has to be re-prepared by field-emission technique.
Having *in-situ* field emission stage, described in Chapter 3, enables us to fabricate the tip without discarding sample for the field emission and to recover back to a normal metal tip whenever it is needed.

A superconducting tip in SJTM experiments provides its unique characters differing from those of conventional STM experiments using a normal metal tip. Since a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip inherits spectral characters from a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ sample, the resulting current is a convolution of the density of states of tip and sample. Moreover, the apex of the tip is no longer characterized as a single atom but has a spatial structure of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$. Consequently, resulting topographic images are again a convolution of the spatial structures of tip and sample. These characters are important to characterize and verify the proper fabrication of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip.

The characterization of a tip is achieved in two ways. First, by taking topographic images, one can check the tip’s ability to resolve atoms. As explained above, since resulting topographic images are the convolution of the spatial structures of tip and sample, local crystalline imperfections, such as lattice vacancies, may absent in the images.

On the other hand, the shift of coherence peaks in spectra provides a more definite character of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. In Chapter 4, I have shown that for a SIS junction, the presence of gaps in both electrodes shifts the location of coherence peaks to $\Delta_1+\Delta_2$. The verification of this shift will provide not only verification of actual fabrication of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip, but also estimation of the gap of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip.
5. Scanning Josephson Tunneling Microscopy at 4.2 K

5.1. Introduction

It is now widely accepted that the pseudogap and the superconducting gap in cuprates are distinct as discussed in Chapter 2. Moreover, there is compelling experimental evidence that the pseudogap not only presents above $T_C$ but also coexists with superconducting phase below $T_C$. [43, 45, 55, 68] In spectroscopic measurement in $k$–space, such as ARPES and Raman spectroscopy, can distinguish pseudogap and superconducting gaps below $T_C$, as they live in different locations in $k$–space, anti–node and node, respectively. However, conventional STM utilizing a normal metal tip measures single–particle excitations in $r$–space causing ambiguity in the measurement of the pseudogap and the superconducting gap in $r$–space. In contrast to conventional STM, SJTM is able to probes the superconducting order parameter directly. [82–85] We utilize SJTM technique on overdoped Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$–tip ($T_C$ ~ 60 K) to reveal the $r$–space structure of the superconducting gap. Meanwhile, SJTM experiments hitherto are performed between 20 mK ~ 1 K [82–85] providing only a narrow window of temperature. We performed SJTM at 4.2 K to expand the window.

5.2. Characterization of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$–tip.

As a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$–tip is fabricated in–situ, the tip needs to be characterized. The characterization of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$–tip is done by measuring topographic images and differential conductance spectra.
Figure 5.1: (a – b) Cartoons illustrate (a) STM operation with a normal metal tip and (b) SJTM operation with in-situ fabricated Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. (c) Topographic image of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ measured by a tungsten tip. (d) Topographic image of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ measured by a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. (e) Assume that a tungsten tip picks up a nanometer-sized flake from the surface shown in (c) (dashed red box in (c)). Thus, the topographic image of this Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip will be identical to the dashed red box in (c). (f) SIS topographic image is simulated by convolution of topographic images in (c) and (e), representing sample surface and tip, respectively.
Figure 5.1 (c) and (d) show the topographic images taken with a tungsten tip and a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip, respectively. Atomic corrugations, supermodulations and lattice mismatches are clearly observed in the SIN topographic image (Figure 5.1 (c)) as expected. SIS topographic image (Figure 5.1 (d)) clearly shows atomic corrugations and supermodulations while local lattice structures, such as lattice mismatches, are missing.

SIS topographic image can be understood from a simple simulation. A Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is fabricated by picking up a small flake of a sample, thus, the topographic image of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip would be identical to a part of a topographic image of a sample. Figure 5.1 (e) shows an assumed topographic image of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip, which is taken from the dashed red box in Figure 5.1 (c). An SIS topographic image is a convolution between the SIN topographic images of tip and sample, a simulated SIS topographic image is generated by convoluting Figure 5.1 (c) and (e) as depicted in Figure 5.1 (f). Because of the finite size of a tip, local lattice structures are missing, however, atomic corrugations and lattice supermodulations persist. Thus, this simulation shows that even though a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is not a single atom-size tip, nanometer resolution can be achieved. Comparing the simulation with the measured SIS topographic image in Figure 5.1 (d) verifies measured SIS topographic images are actually measured from a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. The characteristic of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is retained in a large field of view topographic image shown in Figure 5.2.
Figure 5.2: 60 nm x 60 nm field of view topographic image of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ measured by Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip.
Another important characterization of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is performed by measuring the differential conductance spectra. While the density of states of a tungsten tip is assumed to be a constant over the energy, the density of states of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip has a gap with V-shaped dispersion inside the gap. The single-particle tunneling current in SIS junction is already derived in the previous Chapter 4 and is given by

$$I_{SIS} = |T|^2 \int_{-\infty}^{\infty} N_S(E)N_T(E + eV)[f(E) - f(E + eV)]dE$$

(5.2.1)

Here, subscription S and T represent sample and tip, respectively. The Fermi-Dirac distribution function can be approximated as a step function and by differentiating the resulting current, we obtain the differential conductance in SIS junction:

$$g(V) = \frac{dl}{dV}(V) = |T|^2 \left[ N_S(E)N_T(E + eV) + \int_{0}^{eV} N_S(E) \frac{\partial N_T(E + eV)}{\partial(eV)} dE \right]$$

(5.2.2)

Figure 5.3 demonstrates the density of states model for SIN (tungsten tip) and SIS (Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip) junction and corresponding normalized differential conductance spectra. The presence of coherence peaks in the density of states of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip, coherence peak will appear when the bias voltage, eV, coincides with $\Delta_S + \Delta_T$, where $\Delta_S$ ($\Delta_T$) is the energy separation between coherence peaks in the sample (tip). Hence, the observation of an increase in the energy separation between coherence peaks is good evidence that tip is actually superconducting.
Figure 5.3: (a – c) Density of states of a normal metal tip and d-wave superconductor are illustrated with (a) zero bias and (b) finite sample bias voltage applied. The predicted $dI/dV$ spectrum is shown in (c). (d – e) The density of states of two d-wave superconductors are illustrated with (d) zero bias and (e) finite sample bias voltage applied. The predicted $dI/dV$ spectrum is shown in (f). The coherence peak will occur when $eV = \Delta_1 + \Delta_2$. 
Figure 5.4 shows the measured $dI/dV$ spectra with a tungsten tip (red) and a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip (blue). Coherence peak occurring at 14 meV in SIN spectrum shifted to 36 meV as a tip is converted to a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. This ensures the fabrication of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip.

![Graph showing measured $dI/dV$ spectra with a tungsten tip (blue) and a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip (red).]

From an increase in the energy separation between coherence peaks, we can estimate $\Delta_T$, $\Delta_T \approx 22$ meV.

**5.3. Single-tunneling Regime to Pair-tunneling Regime**

Having verified the fabrication of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ tip, a Josephson junction can be formed by approaching a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ tip to a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ sample. When tip–sample distance sufficiently diminishes, the tunneling regime is changed from single-particle to pair–tunneling and it can be observed from current–voltage characteristic, as shown in Figure 5.5.
Figure 5.5: Comparison between current–voltage characteristics of pair–tunneling current (black) and single–particle tunneling (red). The presence of the current peaks near zero bias voltage indicates the tunneling regime has been changed to the pair–tunneling regime. Junction setup: 10 mV / 4.2 nA (black) and 10 mV / 25 pA (yellow).

Figure 5.6 (a) shows the resulting current–voltage characteristics of a junction at the same location with reducing tip–sample distance, i.e. normal state resistance, $R_N$. The near zero bias current peaks indicate the flow of pair–tunneling current and zero bias conductance peaks in Figure 5.6 (b) reaffirms it.

To extract the Josephson critical current from the measured current–voltage characteristics, the appropriate model has to be chosen. As discussed in the previous chapter, there are three relevant energy scales: the Josephson coupling energy $E_J$, thermal energy $k_B T$ and the charging energy $E_C$. 
Figure 5.6: (a) Measured current–voltage characteristics of pair–tunneling current with reducing the tip–sample distance, or normal state resistance, $R_N$. (b) Numerical differentiation of the current–voltage characteristics in (a). Strong zero bias conductance peaks confirm the flow of pair–tunneling current.

The Josephson coupling energy $E_J$ is given by

$$E_J = \frac{\hbar I_c}{2e} \quad (5.3.1)$$
Assuming $I_C$ is 10 nA, then $E_J = 0.075$ meV. Thermal energy $k_B T$ at the STM base temperature of 4.2 K is 0.36 meV. The charging energy $E_C$ is given by

$$E_C = \frac{2e^2}{C}$$  \hspace{1cm} (5.3.2)

and by assuming the tip–sample capacitance $C \sim 10$ fF, $E_C = 0.032$ meV. The energy scales thus $k_B T > E_J > E_C$. The corresponding model is the phase diffusion model as shown in the previous Chapter 4. Current–voltage characteristic of the phase diffusion model is given by [98, 99]

$$I(V) = \frac{I_C^2 Z V}{2 \left( V^2 + V_p^2 \right)}$$  \hspace{1cm} (5.3.3)

where $Z$ is the ohmic environmental impedance and $V_p = \frac{2eZ_1 k_B T}{\hbar}$.

The current peak amplitude, $I(V_P)$, is directly proportional to the square of the Josephson critical current, thus the square root of the current peak amplitude, $\sqrt{I(V_P)} \propto I_C$, will be used as a quantity representing the Josephson critical current.

Knowing both $I_C$ and $R_N$ enables to exploit the Ambegaokar–Baratoff formula, which is given by [91, 92]

$$I_C R_N = \frac{\pi \Delta}{2e}$$  \hspace{1cm} (5.3.4)

Since all the current–voltage characteristics are measured at the same location, $\Delta$ is constant. Hence, $I_C$ and $G_N = 1/R_N$ should have a linear relation. This is plotted in Figure 5.7. As the linear fit fits well, this again assures the formation of Josephson junction and the phase diffusion model is an appropriate choice of model.
Figure 5.7: Square root of current peak amplitude, $\sqrt{I(V_p)}$, is plotted with respect to the normal state conductance, $G_N = 1/R_N$. Black solid circles represent the measured data and red solid line represent the linear fit.

5.4. Characterization of r-space resolution

In Section 5.2, topographic images showed that a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip can resolve atoms. A more precise method to show its r-space resolution is detecting a single impurity atom. STM study has shown that a Zn impurity atom in Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ induces impurity states in its vicinity. [102] Impurity states are extended from its center with a cross-shaped r-space structure with a characteristic resonance peak at $V = -1.5$ mV. Certainly, this impurity states are local, isolated electronic structure and detecting these local electronic structures can well demonstrate the r-space resolution of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip.
Figure 5.8: (a – c) Conductance map, $g(r, E)$, measured in the same field of view at (a) $-1.6$ meV, (b) $1.6$ meV and (c) $20$ meV. Impurity states are detected at a bias voltage of $-1.6$ mV and $+1.6$ mV, as guided by dashed red circles. (d) Topographic image, $T(r)$, measured in the same field of view in (a – c) (e) Conductance spectrum of the bright spot in (a) (red). Two peaks at $V = -1.6$ mV and $+1.6$ mV are observed. Conductance spectrum measured at a point far from the bright spot is shown as black. Background quasiparticle tunneling conductance is subtracted for both spectra.
Figure 5.8 (a) shows the measured SIS conductance map, \( g(\mathbf{r}, E = -1.6 \text{ meV}) \). Impurity states can be found, as guided by a red circle, and the corresponding resonance peak can be seen in Figure 5.8 (e). The energy of the impurity resonance peak (\(-1.6 \text{ meV}\)) coincides with the reported Zn impurity resonance peak. \(^{[102]}\) In addition, the cross-shaped spatial structure of the impurity state resembles that of Zn impurity. Thus, we can conclude that the observed impurity states are originated from a Zn impurity. Furthermore, the simultaneously acquired topographic image, shown in Figure 5.8 (d), has no surface defects further supporting it. The detection of a single isolated impurity in SIS conductance map provides valuable information that a Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_{8+x}\)-tip is capable to resolve nanometer-sized local electronic structures.

A close look at impurity states in SIS \(dI/dV\) spectra reveals two features. First, the amplitude of a resonance peak is significantly smaller than that of SIN \(dI/dV\) spectrum. Second, an additional peak at \( V = +1.6 \text{ mV} \) is observed, while only one resonance peak is observed at \( V = -1.5 \text{ mV} \) in SIN \(dI/dV\) spectrum in the vicinity of a Zn impurity atom. \(^{[102]}\) The additional resonance peak has a smaller amplitude than the peak at the negative bias voltage. In addition, the \(r\)-space structure of impurity states is found to be particle–hole symmetric. To explain these features, we propose a simple toy model. Figure 5.9 (a) shows the density of states of a tungsten tip and a Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_{8+x}\)-sample when the negative sample bias is applied. A Zn impurity state is located \(|\Omega| = 1.6 \text{ meV}\) below the Fermi energy resulting in a resonance peak at \( V = -1.6 \text{ mV} \). On the other hand, a Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_{8+x}\)-tip has \(V\)-shape profile of density of states as depicted in Figure 5.9 (b), the resonance peak will appear at the same sample bias voltage but because of a much smaller density of states of the tip, the peak amplitude will be much smaller as experimentally observed. Meanwhile, in order to form a Josephson junction at 4.2 K, a Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_{8+x}\)-tip has to be extremely close to a sample. Considering the fact that Zn impurity induces impurity states over a radius of a few nanometers, Zn impurity in a sample may induce
identical impurity states in a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. In this case, one would expect the density of states of the impurity states in a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is smaller than that in a sample. When a negative sample bias voltage is applied, impurity states in a sample will be measured (Figure 5.9 (c)). When a positive sample bias voltage is applied, impurity states in a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is measured giving a symmetric peak at $V = +1.6$ mV (Figure 5.9 (d)). Since, we assumed the density of states of impurity states in a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip is smaller, the amplitude of peak at positive bias concurrently smaller than that of at a negative bias. Therefore, this toy model can explain particle–hole symmetric resonance peaks observed in the SIS conductance spectra.

![Figure 5.9](image)

Figure 5.9: Density of states of tip and sample with Zn resonance peak. $\Omega$ denotes the resonance energy. (a) With a tungsten tip, when negative sample bias is equal to the resonance energy, the resonance peak is measured in the conductance spectrum. (b – c) With a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip, when positive (negative) sample bias is equal to the resonance energy of tip (sample), the resonance peak is measured in the conductance spectrum.
5.5. Superconducting Gap map

Within the previous sections, \textit{in situ} fabricated Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip has been characterized and demonstrated that it is capable to form a Josephson junction in a controlled way and has a nanometer resolution. Now, we are in a position to directly measure spatial variations of the superconducting order parameter in a nanometer scale.

One of the advantages of SJTM is that one can convert the tunneling regime from the single-particle tunneling to the pair-tunneling regime and vice versa, by controlling the tip-sample distance. In this section, I will present the superconducting gap map calculated from the pair-tunneling current and compare with a gap map generated by a completely independent single-particle tunneling result.

One technical detail has to be addressed. In order to measure Josephson effect, tip-sample distance typically characterized by a junction resistance has to be extremely small. While conventional STM measurement on Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ is performed at 1 GOhm setup junction (100 mV/100 pA), for SJTM measurement the setup junction resistance has to be smaller than 5 MOhm (10 mV / ~2 nA), which is ~200 times larger than typical STM setup junction resistance. It is almost impossible to scan with such a low junction resistance, we used two setup junctions, one for scanning with higher junction setup and another for Josephson effect measurement with lower junction setup. Thus, the measurement is performed as follows.

Move tip laterally with higher junction resistance setup and push tip towards the sample with lower resistance setup junction and measure Josephson effect. Pull back the tip away from the sample with a higher junction resistance setup and repeat the process above. Through these processes, we can avoid possible tip crash during the measurement. However, changing the junction setup consumes a substantial amount of time and limits the possible duration of
measurement time (typically < 3 days).

According to the Ambegaokar–Baratoff formula, the product of Josephson critical current, $I_C$, and the normal state resistance, $R_N$, is proportional to the superconducting gap, $I_CR_N \propto \Delta$. $I_C$ is proportional to the square root of the current peak amplitude, $\sqrt{I(V_P)}$, and here, I refer to the $\sqrt{I(V_P)}R_N$ product as $\Delta_{AB}$, $\Delta_{AB} \equiv \sqrt{I(V_P)}R_N$. Since the current peak amplitude corresponds to $I_C$, measuring current–voltage characteristics in a two–dimensional grid of points across the sample surface enables to create the Josephson critical current map, $I_C(\mathbf{r})$. $I_C(\mathbf{r})$ multiplied by the normal resistance map, $R_N(\mathbf{r})$, thus generates a gap map, $\Delta_{AB}(\mathbf{r})$. Figure 5.10 (b) shows the measured $\Delta_{AB}(\mathbf{r})$ in a 60 nm x 60 nm field of view.

$\Delta_{AB}(\mathbf{r})$ may be viewed as a superconducting gap map for the following reasons. The process regards only a pair–tunneling current. Moreover, the Ambegaokar–Baratoff formula assumes a superconducting gap and removes possible geometric effects in $I_C(\mathbf{r})$. With all together, $\Delta_{AB}(\mathbf{r})$ will be closely related to a superconducting gap map.
Figure 5.10: (a – b) Pair–tunneling regime. (a) $I_C(\vec{r})$ is extracted from the measured current–voltage characteristic across the 60 nm x 60 nm field of view. (b) $\Delta_{AB}(\vec{r})$ in a 60 nm x 60 nm field of view is shown, which is determined by multiplying $I_C(\vec{r})$ by $R_N(\vec{r})$ in the same field of view. Lattice supermodulations are removed by the Fourier Filteration and low pass filter is applied. (c – d) Single–particle tunneling regime. (c) SIS Conductance spectrum measured in a single–particle tunneling regime. Conventionally gap is defined by the energy separation between coherence peaks. Here, this gap is dubbed as $\Delta_{CH}$. (d) Gap map, $\Delta_{CH}(\vec{r})$, generated by the conventional method. Lattice supermodulations are removed by the Fourier Filteration and low pass filter is applied.
On the other hand, a gap in the STM conductance spectrum is conventionally defined by the energy separation between coherence peaks and here, this gap is dubbed as $\Delta_{CH}$. Figure 5.10 (d) shows $\Delta_{CH}(r)$ in the same field of view as in Figure 5.10 (b). Note that $\Delta_{CH}$ is calculated from the single–tunneling measurement, which is completely independent of the pair–tunneling current measurement. As can be seen by eyes, $\Delta_{AB}(r)$ and $\Delta_{CH}(r)$ are apparently anticorrelated. To quantify their anticorrelation, the normalized cross–correlation can be evaluated. The definition of the normalized cross–correlation between two–dimensional maps, $f(r)$ and $g(r)$, is given by [103]

$$C_{f,g}(R) = \frac{\int [f(r) - \bar{f}] [g(r + R) - \bar{g}] d^2r}{\sqrt{A_{f,f}(0)A_{g,g}(0)}}$$

, where $A_{f,f}(R) = \int [f(r) - \bar{f}] [f(r + R) - \bar{f}] d^2r$. Figure 5.11 shows the azimuthally averaged normalized cross–correlation coefficient of $\Delta_{AB}$ and $\Delta_{CH}$. The normalized cross–correlation coefficient is −0.65, showing a strong anticorrelation between $\Delta_{AB}(r)$ and $\Delta_{CH}(r)$. The similar anticorrelation between $I_{CRN}$ and $\Delta_{CH}$ is also reported by Kimura et al. [85]

Figure 5.11: Azimuthally averaged normalized cross–correlation coefficient of $\Delta_{AB}$ and $\Delta_{CH}$. The coefficient at the center is −0.65 indicating a strong anticorrelation.
The discrepancy between them poses a possibility that the origin of $\Delta_{CH}$ may not be superconductivity. One possible candidate taking responsible for $\Delta_{CH}$ is a pseudogap state. Two gap nature of a pseudogap and superconducting gap has been introduced in Chapter 2. Among the compelling experimental evidence, STM studies observe two different energy scales in $dI/dV$ spectra. [31, 52, 53, 104] Especially, doping dependent studies [31] revealed two energy scales evolving differently with the decrease in doping level. $\Delta_{CH}$ monotonically increases as a doping level decreases from overdoped to underdoped, analogous to the evolution of the characteristic temperature of pseudogap, $T^*$, while another energy scale, $\Delta_0$, defined by a kink in the conductance spectrum [31] or quasiparticle interference extinction energy [45], follows the evolution of $T_C$ and becomes doping independent. Moreover, spatial homogeneity also distinguished. $\Delta_{CH}$ is found to be spatially inhomogeneous, whereas $\Delta_0$ is spatially uniform. [31, 45, 52, 104] Furthermore, magnetic field dependent STM studies in the vortex states revealed that two different energy scales. [47] These results all suggest a possibility that $\Delta_{CH}$ is a pseudogap rather than a superconducting gap. In this scenario, $\Delta_{CH}$ represents the pseudogap map while $\Delta_{AB}$ is a true superconducting gap map. The discrepancy between $\Delta_{AB}$ and $\Delta_{CH}$ thus supports the two gap dichotomy of pseudogap and superconducting gap.

The anticorrelation between $\Delta_{AB}$ and $\Delta_{CH}$ suggests the interplay between superconductivity and pseudogap. The interplay between pseudogap and superconductivity was suggested by many researches. In the presence of the magnetic field, STM study reported charge order associated with pseudogap was found in the vortex state where superconductivity is destroyed. [68] Furthermore, superconductivity coherence suppressed by magnetic field was anticorrelated to coexisting pseudogap. [47] In momentum space, temperature and doping dependent ARPES measurement showed that pseudogap is not static below $T_C$ but interact with superconductivity. [105, 106] Meanwhile, charge order is found in the pseudogap. Especially,
charge order reported by STM–RXS study on Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ showed that charge order onsets at about $T^*$ and strongest at $T_C$, then gradually weaken below $T_C$. [71] Similar competition between charge density wave and superconductivity also reported in YBa$_2$Cu$_3$O$_{6.67}$. [107] Intertwined order theory predicts not only charge order but also other symmetry breaking order, such as nematic phase, are all intertwined together with superconductivity. [57]
6. SJTM II: SJTM at 50 mK.

6.1. Introduction

Analogous to the SJTM at 4.2 K, SJTM experiment was performed at 50 mK. Lowering the temperature by 100 times smaller from 4.2 K to 50 mK enables to have a larger junction resistance to form a Josephson junction providing a much more stable junction. This provides a longer measurement time with far less probability of tip change and allows to achieve better \( r \)-space resolution and larger field of view. Exploiting this advantage, in this section, we performed SJTM experiment on slightly overdoped \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+x} \) \( (T_C \sim 88 \text{ K}) \). We directly measured the spatial variations of superfluid density and detected the modulations of the superfluid density, Cooper–pair density wave (PDW).

6.2. Cooper-pair density wave (PDW)

An exotic state called “Cooper–pair density wave” (PDW) is predicted by many theories. [57, 108–111] Unlike the conventional Cooper–pairs, which have net zero momentum as two electrons having the exact opposite momentum are paired, in PDW states, Cooper–pairs have finite net momentum and propagates.

6.1. Fulde–Ferrel–Larkin–Ovchinnikov (FFLO) State

FFLO state is first proposed by Fulde and Ferrel [112], and Larkin and Ocvhinnikov [113] in 1964. In the FFLO state, the Cooper–pairs formed between Zeeman split parts of Fermi surface with a finite center–of–mass momentum.

In type II superconductors, the upper critical field \( H_{c2} \) is determined by orbital pair breaking effect and Pauli paramagnetic pair breaking effect. External magnetic field penetrates and forms vortex
line in type II superconductors, while the kinetic energy of the supercurrent flowing around the vortex cores reduces condensation energy. The phase transition to normal state occurs when vortex cores overlapped at an orbital upper critical field, which is given by $H^{ord}_{c2} = \Phi_0 / 2\pi \xi^2$. [114] On the other hand, as the Cooper–pair carries zero spins (here, assuming spin-singlet superconductors), Cooper–pairs have zero spin susceptibility. Upon applying a larger magnetic field, spin polarized normal metal has lower energy than the superconducting state, which determines a Pauli–limited upper critical field, which is estimated to be $H^{p}_{c2} = \sqrt{2\Delta / g\mu_B}$. [115] Generally, both effects contribute to the determination of the upper critical field and their relative importance is evaluated by the Maki parameter, [114]

$$\alpha = \sqrt{2 \frac{H^{ord}_{c2}}{H^{p}_{c2}}} \quad (6.2.1)$$

When a system has a sufficiently large Maki parameter, a new pairing state, FFLO state, can be formed. Because of the Zeeman effect, the Fermi surface is split into spin–up Fermi surface and spin–down Fermi surface. FFLO pointed out that the pairing between $(k \uparrow, -k + q \downarrow)$ with $q \sim 2\mu_B H / \hbar v_F$ can reduce the Zeeman energy. Note that the center–of–mass momentum of a pair is non–zero in FFLO state, contrast with zero center–of–mass momentum of BCS state. As a result, the FFLO state will break spatial symmetry. Figure 6.1 illustrates these pairing states.

Two distinct types of superconducting order parameter are considered. Fulde and Ferrel considered [112]

$$\Delta(r) = \Delta_1 e^{iqr}$$

, where $\Delta_1$ is a real number. In the Fulde–Ferrel (FF) state, only the phase modulates periodically in real space while the amplitude of the order parameter remains homogenous. In this state, only a fraction
of the Zeeman split Fermi surfaces participates the pairing and the resulting net magnetization reduces Zeeman energy (red shaded region in Figure 6.1 (b)).

Figure 6.1: Schematic illustration of pairing states. (a) BCS pairing state. (b) FFLO pairing state with a finite center-of-mass momentum $q$. The inner and outer circle represent the Zeeman split spin up and spin down bands, respectively. Red shaded regions represent the un-paired region for FF states.

Meanwhile, Larkin and Ovchinnikov proposed [113],

$$\Delta(r) = \Delta_1(e^{iq \cdot r} + e^{-iq \cdot r}) = 2\Delta_1\cos(q \cdot r)$$

where $\Delta_1$ is again a real number. In this Larkin–Ovchinnikov (LO) state, the order parameter becomes spatially modulating with a wavelength of $2\pi/q$. Hence, Cooper–pair density itself also modulates periodically. Generally, the LO state is found to have lower energy. [114, 116] Note that FF- or LO- state both break the U(1) gauge symmetry indicating the superconductivity.

However, despite many endeavors, FFLO states are never been directly detected. This is because the requirement for the system to
achieve FFLO states is strict. [114, 116] First of all, a superconductor has to be type II with a large Maki parameter. Since it has been shown that orbital effects hinder FFLO states, Pauli pair breaking effect must be the dominant which leads a large Maki parameter. For a similar reason, an applied magnetic field has to be precisely parallel to the superconducting plane, otherwise, the magnetic field will create vortex states, which are detrimental to the FFLO state. Furthermore, superconductor must be in a very clean limit as the FFLO state is fragile against impurities. The detailed review about FFLO state can be found in references. [114, 116]

6.2. Pair Density Wave in Cuprates

In cuprates, many theories predict zero-field PDW state (Hereafter, PDW state will only refer to zero-field PDW to distinguish from FFLO state). Just like the FFLO state, PDW state has modulating superconducting order parameter. This state is proposed to explain distinguished property in La$_{2-x}$Ba$_x$CuO$_4$. In La$_{2-x}$Ba$_x$CuO$_4$, especially at $x = 1/8$ doping, together with the emergence of spin- and charge- density wave, strong decoupling between layers are observed. [57, 60] SDW and CDW emerge as the temperature decreases and upon further cooling 2D superconductivity arises. The intriguing thing is that 2D superconductivity arises much higher temperature than the onset temperature of 3D superconductivity, as can be seen in Figure 6.2 (a). Hence, there is a phase where the 2D superconductivity sets in, but only in in-plane and the interlayer Josephson coupling is completely frustrated.

In pursuit of understanding this phenomenon, new theories proposed a new type of state, PDW. [57, 108–111] The theories suggest that the stripe PDW state sets in at $T_{2D}$, but with $\pi$-phase difference between layers as shown in Figure 6.2 (b). Consequently, the interlayer Josephson coupling is suppressed and 3D superconductivity is concurrently suppressed.
Figure 6.2: (a) The onset temperatures and corresponding phases of La$_{2-x}$Ba$_x$CuO$_4$ at $x = 1/8$. Reproduced from [57]. (b) Stacking of stripe planes with $\pi$-phase shift between layers. Reproduced from [108].

6.3. Tip characterization

A Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip was fabricated in the same way in the SJTM at 4.2 K. After the fabrication of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip, the first step is the characterization of the tip. The characterization has been performed by measuring topographic images and conductance spectra, following the same procedure performed in the previous Chapter 5.3.

Figure 6.3 shows topographic images measured by a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. Atomic corrugations and lattice supermodulations are clearly resolved in the SIS topographic image while local surface structures such as lattice mismatches are absent due to the convolution nature of a junction. The convolutional effect has been described in the previous Chapter 5.3.
Figure 6.3: Topographic images measured by a $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+x}$-tip. (a) A 53 nm x 53 nm field of view topographic image. (b) Zoomed-in field of view of red dashed box in (a).

Further spectroscopic characterization is performed from the measured conductance spectrum. Figure 6.4 shows the SIN and SIS conductance spectra. The energy separation between coherence peaks is actually shifted from 37 meV to 62 meV as the junction is converted from SIN to SIS verifying that the fabrication of a $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+x}$-tip, at the same time, this $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+x}$-tip has a gap of 25 meV.
Figure 6.4: Measured $\text{d}I/\text{d}V$ spectra with a tungsten tip (dashed line) and a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$−tip (solid line). From an increase in the energy separation between coherence peaks, we can estimate $\Delta_T$, $\Delta_T \approx 25$ meV.

6.4. Single-tunneling Regime to Pair-tunneling Regime

Having characterized a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$−tip, now we can move on to measure pair−tunneling current by reducing the tip−sample distance. The measured current−voltage characteristics in the pair−tunneling regime are shown in Figure 6.5. To analyze the measured current−voltage characteristics, we need to choose the correct model. The energy scales related to the phase dynamics are the Josephson coupling energy $E_J$, the charging energy $E_C$, and thermal energy $k_B T$. For an STM base temperature of 50 mK, thermal energy $k_B T \sim 4.3$ ueV. For $I_C \sim 1$ nA, $E_J \sim 7.5$ ueV. Assuming the capacitance of a junction as 10 fF gives $E_C \sim 32$ ueV. The correct model for this junction is the $P(E)$−theory as discussed in the previous Chapter 4.
Figure 6.5: Measured current-voltage characteristics of pair-tunneling current with reducing the tip-sample distance.

Note that again the current peak amplitude is proportional to the square of $I_C$. Thus, measuring current-voltage characteristics and current peaks across the sample with a fine resolution provides the spatial variation of $I_C$, $I_C(r)$.

6.5. Characterization of r-space resolution.

Detection of a single impurity atom again provides the imaging capabilities of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip. Figure 6.6 (a) shows the single-particle tunneling conductance map, $g(r, E = -20 \text{ meV})$ and Zn impurities are located by resonance peaks. Because of the convolution nature of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip, the resonance energy is shifted to $E \sim -20 \text{ meV}$. Note that smaller resonance peak, which was found in Chapter 5, also observed near zero bias.

$I_C(r)$ taken in the same field of view is shown in Figure 6.6 (b). Zn impurity in Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ is known for breaking superconductivity. [102] The suppression of $I_C$ is clearly observed in the vicinity of Zn impurities found in Figure 6.6 (a). This not only characterizes $r$-space resolution of a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip but also verifies that measured $I_C$ is indeed proportional to the Cooper-pair density.
Figure 6.6: (a) The measured SIS conductance map, $g(r, E = -20$ meV). Bright areas locate the Zn impurities. (Inset) Conductance measured at the bright site. Zn resonance energy is shifted due to the spectrum of a tip as indicated as a red dashed line. Smaller resonance peak is also observed near zero bias. (b) $I_c(r)$ measured in the same field of view as (a). The suppression of $I_c$, or superfluid density, in the vicinity of Zn sites is clearly observed.
6.6. Detection of Cooper-pair density wave.

In Chapter 5, we have directly measured the superconducting order parameter, $\Delta$ via the Ambegaokar–Baratof f formula. In this chapter, we instead analyze $I_C(\mathbf{r})$ rather than $\Delta(\mathbf{r})$ to detect PDW because PDW may or may not affect the amplitude of $\Delta$ depending on its wave function. For example, recall the FF state introduced in Chapter 6.2. In the FF state, only the phase of the order parameter rotates while the amplitude of the order parameter remains constant. Hence, measuring $I_C(\mathbf{r})$ which is proportional to the superfluid density is a proper choice to detect PDW.

Figure 6.7: (a) $I_C(\mathbf{r})$ measured in a field of view of 60 nm x 60 nm. Modulations along the Cu–O bond directions are clearly observed. (b) The Fourier transform of $I_C(\mathbf{r})$ in (a). Red dashed circles show the wave vectors of the modulations in (a). The wave vectors $Q_p$ are $(0.25, 0)\frac{2\pi}{a_0}$ and $(0, 0.25)\frac{2\pi}{a_0}$.

In $I_C(\mathbf{r})$ in Figure 6.6 (b), one can easily notice the modulations of $I_C(\mathbf{r})$ along with the $x$ and $y$ directions. The modulations of $I_C(\mathbf{r})$ can be seen more clearly. The wave vectors of the modulations can be found in the power spectrum of the Fourier transform of Figure 6.7.
(a), $I_C(q)$, which is shown in Figure 6.7 (b). The corresponding wave vectors are $Q_P \approx (0.25, 0) \frac{2\pi}{a_0}$ and $(0,0.25) \frac{2\pi}{a_0}$.

The line profile along the blue line in Figure 6.7 (a) is shown in Figure 6.8 as blue dots. The modulation of $I_C(r)$ corresponding to the wave vector $Q_P$ is plotted together as a red solid line. The well—correspondence between them verifies the modulations of $I_C(r)$ with a periodicity of $4a_0$.

![Figure 6.8: Line profile of $I_C(r)$ along the blue dashed line in Figure 6.7 (a). The modulation of $I_C(r)$ corresponding to the wave vector $Q_P$ is plotted as a red solid line.](image)

Having verified that $I_C$ is proportional to the Cooper—pair density wave, the modulations of $I_C(r)$ are equivalently the modulations of the Cooper—pair density, i.e. pair density wave (PDW). PDW is theoretically expected to be present in the cuprates, although experimentally has never observed hitherto. The results presented here are the first experimental evidence of the presence of PDW. Furthermore, as can be seen in Figure 6.8, the modulation amplitude is $\sim 5\%$ of its average value. Hence, for below 50 mK, PDW state is subdominant to the $d$—wave superconductivity state in $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+x}$ at $p = 17\%$. 
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6.7. Discussion

PDW is one key part of the intertwined order theory. [57, 109] In the intertwined order picture, upon raising the temperature, spontaneously broken symmetries in a “parent” state are partially melted. Consequently, in this intermediate or so-called “vestigial” orders possess a subset of broken symmetries in the parent state. It has been shown that the pure PDW state as a parent state can produce experimentally observed symmetry broken states, i.e., nematic phase and stripe phase. Especially, the stripe phase and the suppression of the interlayer Josephson coupling can be described within the intertwined order with the presence of PDW. [57, 108, 109] However, PDW state is only predicted theoretically hitherto and no clear experimental evidence has not been found. Although no stripe phase and suppression of the interlayer Josephson coupling has not been detected in Bi-based compounds, detection of PDW in Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ can expedite the theoretical understanding in cuprates physics.

On the other hand, the fact that charge ordered states found in Ca$_{2-x}$Na$_x$CuO$_2$Cl$_2$ [48, 69], Bi$_2$Sr$_2$CuO$_{6+x}$ [47], and Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ [48, 49] have a similar periodicity to that of PDW state suggests intimate relation between them. Some theories indeed showed that a PDW state coexisting with uniform $d$-wave superconductivity induces CDW state and vice versa. [57, 109] It has not been confirmed which state coexists with uniform $d$-wave superconductivity, however, all three states are seemingly intertwined in a way. Direct comparative analysis between single–particle tunneling measurement (charge order) and pair–tunneling measurement (PDW state) is required to address this problem.
7. Conclusion

In this thesis, I have introduced the novel technique, Scanning Josephson Tunneling Microscopy (SJTM), and presented SJTM studies on Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ at two different temperatures of 4.2 K and 50 mK. Both studies utilized a novel in-situ tip fabrication method with the aid of a novel STM head design introduced in Chapter 3 and a Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$-tip has been successfully characterized throughout Chapter 5 and Chapter 6.

In Chapter 5, I presented the first SJTM study performed on Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ at 4.2 K, which is the highest temperature for SJTM experiments that have been reported. SJTM has its advantage that it can able to convert the tunneling regime from single-particle tunneling to pair-tunneling regime and vice versa. By exploiting this advantage, the direct measurement of spatial variation of superconducting order parameter revealed the possible discrepancy between pseudogap map and true superconducting gap map, although more studies in wide doping range are required to explicate the relation between pseudogap and superconductivity.

The substantial increase in the temperature range for SJTM suggests SJTM studies on extremely underdoped- or overdoped- Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$. Recent STM study showed that they can control the doping level of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ by vacuum-annealing and achieved extremely underdoped Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ in the insulating phase. [72] With the expanded temperature range, in-situ tip fabrication, and in-situ tip preparation stage, it is possible to perform SJTM on extremely underdoped Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ below and above $T_C$. This could help to develop theories in cuprate physics.

In Chapter 6, SJTM study performed on Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ at 50 mK presented the first direct experimental evidence for the presence of Cooper-pair density wave (PDW). The detected PDW is coexisting
with the uniform $d$–wave superconductivity. Furthermore, considering the amplitude of the modulation of the Josephson critical current, the PDW is subdominant to the uniform $d$–wave superconductivity.

Further correlation analysis in the PDW measured in $I_C(r)$ and Bogoliubov quasiparticle density of states measured in conductance map, $g(r, E)$, may reveal the signature of the PDW in single–particle tunneling measurement. There have been already vast quantities of single–particle tunneling measurement in cuprates and revisiting these abundant data with the signature of the PDW may help to resolve the problems in cuprate physics.

The novel techniques introduced in this thesis can be extended to any materials having layered structures, for example, iron–based superconductors. Moreover, the $in$–$situ$ tip preparation stage can be extended to have multiple targets in order to render a tip to various states, such as ferromagnetic for spin–polarized STM. This enables to study heterostructures formed between tip and sample.
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국문 초록

1986년 최초로 고온 초전도체가 발견된 이후 많은 이론적 및 실험적 연구가 진행되었다. 이러한 노력에도 불구하고 구리화합물 고온 초전도체 현상을 완전히 이해하지 못하고 있고, 이러한 난제들은 여러 상들이 얽혀있는 상평형 그림에서 기인한다. 본 연구는 고온 초전도 현상에 직접적으로 접근하고자 하였다.

본 연구에서는 나노미터 해상력을 가진 추사형 조셉슨 터널링 현미경을 처음으로 고온 초전도체인 Bi2Sr2CaCu2O8+x에 적용하였다. 조셉슨 전류 혹은 Cooper-pair 터널링 전류를 통해 초전도 임계 변수와 초전도 응축체를 측정할 수 있었다. In-situ 팀 스테이지를 통해 in-situ 가공한 Bi2Sr2CaCu2O8+x팁이 사용되었다.

추사형 조셉슨 터널링 현미경 연구는 4.2 K과 50 mK 두 온도에서 수행하였다. 두 온도 모두에서 나노미터 해상도로 조셉슨 임계 전류를 측정할 수 있음으로 상세히 규명했다. 4.2 K에서 수행한 추사형 조셉슨 터널링 현미경 연구에서는 처음으로 초전도 개의 공간상의 변화를 직접 측정하였으며, 추사형 조셉슨 터널링 현미경의 측정 가능 온도 범위를 mK에서 4.2 K으로 상승시켰다. 50 mK에서 수행한 추사형 조셉슨 터널링 현미경 연구에서는 초전도 응축체가 주기적으로 변화하는 것으로 처음으로 관측하였다.

주요어: 고온 초전도체, 추사형 조셉슨 터널링 현미경, 초전도 임계선, 쿠퍼쌍 밀도파
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